
The logic of desirability (?)

Some observations on (abstract) logics and the theory of desirability

SIPTA 2024


Ghent, August 12-16

Alessandro Facchini  


Istituto Dalle Molle di studi sull'intelligenza artificiale (IDSIA USI-SUPSI) 


DTI SUPSI, Lugano - Switzerland



Who and why?
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A (convenience*? / 
former) logician


*Conception and formulation by 
Yoichi Hirai

Alessio Benavoli (the real mad hatter)

Marco Zaffalon: “TDG is logic”
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Who and why?
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A (convenience*? / 
former) logician


*Conception and formulation by 
Yoichi Hirai

Alessio Benavoli (the real mad hatter)

Marco Zaffalon: “TDG is logic”

Presentations as personal attempts to make sense of this… 
and try to convince (myself and perhaps you) that concept 

and tools from abstract logic might be useful after all in IP.



Who and why?

• But also, try to connect with and “make sense” (from a logical point of view) of other existing very nice and 
interesting stuff within the IP area


- so the “who” should also include (many) other people, although I will not be able to go very far, and 
thus acknowledge everyone and their work as I should…
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my perspective will be very biased, and I will be interested in the abstract perspective from 
the Polish tradition, hence again, many works and different traditions will be excluded
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Where?
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Whenever possible I will explicitly mention where 
concepts, tools, and results can be found



What?
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• The theory of desirability as a logic;


- Tools from logic can justify some views on the theory of desirability


- Probabilistic semantics and completeness


• Extensions of the theory of desirability may be understood and enriched by tools from logic


- Adding Varieties of rejection


- The case of accept & reject and the case of intuitionistic rejection
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• The theory of desirability as a logic;


- Tools from logic can justify some views on the theory of desirability


- Probabilistic semantics and completeness


• Extensions of the theory of desirability may be understood and enriched by tools from logic


- Adding Varieties of rejection


- The case of accept & reject and the case of intuitionistic rejection

Proposal for project related to study natural logical 
extension of this setting, and checking possible link with 
other existing approaches within IP.



What?
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• The theory of desirability as a logic;


- Tools from logic can justify some views on the theory of desirability


- Probabilistic semantics and completeness


• Extensions of the theory of desirability may be understood and enriched by tools from logic


- Adding Varieties of rejection


- The case of accept & reject and the case of intuitionistic rejection

Proposal for project related to study natural logical 
extension of this setting, and checking possible link with 
other existing approaches within IP.

The main underlying question now being:

is the theory of choice function a logic?



Part I: Logic and desirability
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(Abstract) consequences and desirability
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What is logic: a lazy start

• The study of (correct) informational processes of inference (reasoning)


- When, given something that has been asserted / assumed as true, can we assert / assume as true 
something else?


- Examples: 


‣ If the enemy cuts the Sambuco’s dam, the Val Lavizzara will be inundated. The Val Lavizzara is not 
inundated. Hence, the enemy did not cut the Sambuco’s dam.


‣ If the enemy cuts the Sambuco’s dam, the Val Lavizzara will be inundated. The Val Lavizzara is 
inundated. Hence, the enemy has cut the Sambuco’s dam.


‣ If Carlo won the race, then, if Mario came second then Sergio came third; Mario did not come 
second. Hence, either Carlo won or Sergio came third. 
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relation between “things”, and its properties
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not valid / not sound in virtue of the form of considered “things” in the relation 
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What is logic: a lazy start

• The study of (correct) informational processes of inference (reasoning)


- When, given something that has been asserted / assumed as true, can we assert / assume as true 
something else?


- Examples: 


‣ If trimballirin quaqqua, then machin_truc supercazzola. Not machine_truc supercazzola. Hence, 
trimballirin quaqqua.


‣ If trimballirin quaqqua, then machin_truc supercazzola. Machin_truc supercazzola. Hence, 
trimballirin quaqqua.


‣ If Carlo blabla, then, if Mario squaraush then Sergio proprot; not the case that Mario squaraush. 
Hence, either Carlo blabla or Sergio proprot. 

18

valid / sound in virtue of the form of considered “things” in the relation 

not valid / not sound in virtue of the form of considered “things” in the relation 



The idea of (abstract) consequence relation

• The study of a general theory of logical systems traces back to the work of Alfred Tarski, Paul Hertz and of 
Gerhard Gentzen in the early twentieth century.

19

Alfred Tarski (born Alfred 
Teitelbaum; January 14, 1901 

– October 26, 1983) was a 
Polish-American logician and 

mathematician.

Gerhard Gentzen (24 November 1909 – 4 
August 1945) was a German mathematician 
and logician. He made major contributions to 
the foundations of mathematics, proof theory, 
especially on natural deduction and sequent 
calculus.



A small digression
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Varieties of presenting inference

• Unary assertional system: 


• Unary rejection system: 


• Binary implicational system, or “thing-thing” consequence relation : 


• Asymmetric, or “set (of things) - thing”, consequence relation : 


• Symmetric, or “set (of things) - set (of things) ”, consequence relation : 

⊢ φ
φ ⊢

γ ⊢ φ
Γ ⊢ φ

Γ ⊢ Φ

21



First, the binary case: thing-thing

• Suppose we are given a set A of “things”, assertions, claims, etc.


• We may want to model a relation between “things” such that whenever I assert/accept/consider as true 
some “thing” , we should also necessarily assert/accept/consider as true some other “thing” . 


- Stated otherwise, the acceptance of  entails, implies the acceptance of 


• How to characterise such relation?

a b
a b
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First, the binary case: thing-thing

• Suppose we are given a set A of “things”, assertions, claims, etc.


• We may want to model a relation between “things” such that whenever I assert/accept/consider as true 
some “thing” , we should also necessarily assert/accept/consider as true some other “thing” . 


- Stated otherwise, the acceptance of  entails, implies the acceptance of 


• How to characterise such relation? Two ways:


- Syntactic characterisation: provide a list of minimal structural properties / principles / axioms that such 
a relation should satisfy


- Semantic characterisation: make reference to “something else”, external, more “primitive”, given by 
what such “things” are supposed to represent

a b
a b
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“Thing-thing” consequence relation: syntactic characterisation

• What are the minimal property of the relation “the acceptance of  entails the acceptance of ”?a b

24



“Thing-thing” consequence relation: syntactic characterisation

• What are the minimal property of the relation “the acceptance of  entails the acceptance of ”?


-                                                (reflexivity)


- If  and , then          (transitivity)


• That is:


A “thing-thing” (binary) consequence relation  is a pre-order (or quasi-order) over , and the 
relational structure  is a pre-ordered set (or quasi-ordered set).

a b
a ⊢ a

a ⊢ b b ⊢ c a ⊢ c

⊢ ⊆ A × A A
(A, ⊢ )

25



“Thing-thing” consequence relation: syntactic characterisation

26

p:= Ascanio is a good kid

q:= Ola takes Ascanio with her

r:= Ale likes to spend time with Ola

s:= Poznan is a beautiful town
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“Thing-thing” consequence relation: semantic characterisation

Assume a possible world (state of affairs / beliefs) is characterised by the things I accept, i.e. by a (valuation) 
function . 


Thus a possible world is tantamount to the “truth set”  of its characteristic (valuation) 
function , and we will move freely from seeing  as a subset of A or a characteristic function.


𝔰 : A → {𝖺, 𝗋}
{a ∈ A ∣ 𝔰(a) = 𝖺}

π π
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“Thing-thing” consequence relation: semantic characterisation
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p:= Ascanio is a good kid

q:= Ola takes Ascanio with her

r:= Ale likes to spend time with Ola

s:= Poznan is a beautiful town

a
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“Thing-thing” consequence relation: semantic characterisation
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“Thing-thing” consequence relation: semantic characterisation

Assume a possible world (state of affairs / beliefs) is characterised by the things I accept, i.e. by a (valuation) 
function . 


Thus a possible world is tantamount to the “truth set”  of its characteristic (valuation) 
function , and we will move freely from seeing  as a subset of A or a characteristic function.


Given a set of possible worlds , the collection of possible world in which a “thing”  is true/ accepted / 
… is defined as 


Hence 


• Definition: The (semantic) relation  generated by  over A is defined as 


 if and only if 


𝔰 : A → {𝖺, 𝗋}
{a ∈ A ∣ 𝔰(a) = 𝖺}

π π

𝔖 a ∈ A
𝔖(a) := {𝔰 ∈ 𝔖 ∣ a ∈ 𝔰}

⊢𝔖 𝔖
a ⊢𝔖 b 𝔖(a) ⊆ 𝔖(b)

31



“Thing-thing” consequence relation: semantic characterisation
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“Thing-thing” consequence relation: semantic characterisation
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“Thing-thing” consequence relation: semantic characterisation

It is immediate to verify that


• Fact:  Given a set of possible worlds ,  the structure  is a pre-ordered set, meaning that  is a 
binary consequence relation over A.

𝔖 (A, ⊢𝔖 ) ⊢𝔖
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Completeness question: Given a binary implication (pre-order)  on some set of “things”, is 
there a class of possible words / valuations  over A whose induces semantic relation (pre-
order)  coincide with ? Is there some kind of “canonical” (and “concrete”) semantics  
representing (inducing)  ?

⊢
𝔖

⊢𝔖 ⊢ 𝔖
⊢



“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


⊢ 𝔖
⊢𝔖 ⊢
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“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


⊢ 𝔖
⊢𝔖 ⊢
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So what to do?



“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


⊢ 𝔖
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So what to do?



“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


⊢ 𝔖
⊢𝔖 ⊢

43

So what to do? Idea: I can define a valuation as the upset of the 
quasi-order generated by a point (aka principal cones)



“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


• Theorem (abstract completeness for binary consequence relation):  Given a quasi-order  over A it is always 
possible to find a class of possible words  over A  such that .


⊢ 𝔖
⊢𝔖 ⊢

⊢
𝔖 ⊢ = ⊢𝔖
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“Thing-thing” consequence relation: an abstract completeness theorem

• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
relation  coincide with the relation ?


• Theorem (abstract completeness for binary consequence relation):  Given a quasi-order  over A it is always 
possible to find a class of possible words  over A  such that .


Proof: Consider the collection of all principal cones of A, i.e. . 
Clearly the map  is such that  , meaning that  .

⊢ 𝔖
⊢𝔖 ⊢

⊢
𝔖 ⊢ = ⊢𝔖

𝔖( ⊢ ) := {[a) := {b ∈ A ∣ a ⊢ b} ∣ a ∈ A}
h : a ↦ {C ∈ 𝔖( ⊢ ) ∣ a ∈ C} a ⊢ b iff h(a) ⊆ h(b) ⊢ = ⊢𝔖(⊢)

45

This provide a sort of representation of quasi-orders, that is a way of describing them “indirectly” via their 
principal cones; it shows how the abstract notion of pre-order can be “transformed” into a concrete relation 
defined using a collection of subsets.
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• Question: Given a binary implication  , is there a class of possible words  over A whose semantic 
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• Theorem (abstract completeness for binary consequence relation):  Given a quasi-order  over A it is always 
possible to find a class of possible words  over A  such that .
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Clearly the map  is such that  , meaning that  .
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Fact: When  is a partially ordered set (poset), i.e. a pre-order which is also anti-symmetric, 
the map h is injective, and thus an embedding from  into .

(A, ⊢ )
(A, ⊢ ) (℘(𝒞( ⊢ ), ⊆ )



“Thing-thing” consequence relation: absoluteness (categoricity)?

• Clearly it holds that 


• Question: does the other direction holds too, and thus  ? That is does a collection of possible 
worlds always characterise a unique pre-order?

𝔖 ⊆ 𝔖( ⊢𝔖 )
𝔖( ⊢𝔖 ) = 𝔖
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“Thing-thing” consequence relation: absoluteness (categoricity)?

• Clearly it holds that 


• Question: does the other direction holds too, and thus  ? That is does a collection of possible 
worlds always characterise a unique pre-order?


No. In fact, let  and . We have that , , and thus
, for each . Clearly  iff . Now, let . It holds that .


• Generally speaking, a (abstract) logic does not need to have a unique semantics, as it may constitute the 
inferential basis for many different theories.

𝔖 ⊆ 𝔖( ⊢𝔖 )
𝔖( ⊢𝔖 ) = 𝔖

A = {a, b, c} 𝔖 = {{a}, {b}, {c}} 𝔖(a) = {{a}} 𝔖(b) = {{b}}
𝔖(x) = {{x}} x ∈ A x ⊢𝔖 y x = y 𝔖′￼:= ℘(A) ⊢𝔖 = ⊢𝔖′￼
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The idea of (abstract) asymmetric consequence relation

• The concept of (abstract asymmetric) consequence relation




“The set of hypotheses / assessments / background knowledge  entails ”


“The set of things denoted by  entails entails the thing denoted by ”

Γ ⊢ φ
Γ φ

Γ φ

54



The idea of (abstract) asymmetric consequence relation

• The concept of (abstract asymmetric) consequence relation




“The set of hypotheses / assessments / background knowledge  entails ”


“The set of things denoted by  entails entails the thing denoted by ”


• Analogous concept, that of consequence operator




“  belongs to the set of propositions / things entailed by the set of hypotheses / things ”


• What kind of properties satisfies “ ” ( “ ”) to be called a consequence relation (operator) ?

Γ ⊢ φ
Γ φ

Γ φ

φ ∈ 𝖢𝗇(Γ)
φ Γ

⊢ 𝖢𝗇

55

This view is proper to the “polish” tradition, stemming from the work by Tarski and 
Lindembaum, and later in the work of Łoś, Suszko, Wójcicki, and Czelakowski among others.



What is a (abstract) asymmetric consequence relation

• Let  be some set (of propositions, things, …)


• We say that a relation  is a (abstract asymmetric) consequence relation over , whenever 
it satisfies the following, for every :


-                                                                            (Reflexivity)


- If  and , then                                    (Monotonicity / Dilution)


- If  , for all , and , then            (Transitivity / Cut) 

ℒ
⊢ ⊆ ℘(ℒ) × ℒ ℒ

φ, ψ, Γ, Δ

φ ⊢ φ
Γ ⊢ φ Γ ⊆ Δ Δ ⊢ φ
Γ ⊢ φ φ ∈ Δ Δ ⊢ ψ Γ ⊢ ψ
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What is a (abstract) asymmetric consequence relation

• Let  be some set (of propositions, things, …)
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Other “variant” of reflexivity implied by 
these two conditions:


- , whenever         Γ ⊢ φ φ ∈ Γ



What is a (abstract) asymmetric consequence relation

• Let  be some set (of propositions, things, …)


• We say that a relation  is a (abstract asymmetric) consequence relation over , whenever 
it satisfies the following, for every :


- , whenever                                                 (Reflexivity)


- If  and , then                                    (Monotonicity / Dilution)


- If  , for all , and , then            (Transitivity / Cut) 

ℒ
⊢ ⊆ ℘(ℒ) × ℒ ℒ
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It is easy to check that with this 
reformulation, (Diluation) follows from 
(Reflexivity + Cut)



What is a (abstract) asymmetric consequence relation

• Let  be some set (of propositions, things, …)


• We say that a relation  is a (abstract asymmetric) consequence relation over , whenever 
it satisfies the following, for every :


- , whenever                                                 (Reflexivity)


- If  and , then                                    (Monotonicity / Dilution)


- If  , for all , and , then            (Transitivity / Cut) 
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What is a (abstract) asymmetric consequence relation

• Let  be some set (of propositions, things, …)


• We say that a relation  is a (abstract asymmetric) consequence relation over , whenever 
it satisfies the following, for every :


- , whenever                                                 (Reflexivity)


- If  and , then                                    (Monotonicity / Dilution)


- If  , for all , and , then            (Transitivity / Cut) 


• A consequence relation is called finitary if, for every :


- If , then there is a finite  such that   (Finitariness)

ℒ
⊢ ⊆ ℘(ℒ) × ℒ ℒ

φ, ψ, Γ, Δ

Γ ⊢ φ φ ∈ Γ
Γ ⊢ φ Γ ⊆ Δ Δ ⊢ φ
Γ ⊢ φ φ ∈ Δ Δ ⊢ ψ Γ ⊢ ψ

φ, Γ
Γ ⊢ φ Δ ⊆ Γ Δ ⊢ φ
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What is a (abstract) asymmetric consequence relation

• Definition: Let  be some set and  a relation. Whenever  is a (asymmetric) consequence 
relation, the pair  is called a (abstract) asymmetric consequence system, sometimes also referred to 
as (abstract) deductive system, or Tarski structure.

ℒ ⊢ ⊆ ℘(ℒ) × ℒ ⊢
(ℒ, ⊢ )
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Asymmetric consequence relation vs consequence operator

• Let  be some set (of propositions, things, …).


• A closure operator  over the powerset  is often called  an (abstract) consequence 
operator over ; remember that as such it satisfies the following, for every :


-                                   (Reflexivity)


- If , then    (Monotonicity)


-                     (Transitivity) 


• A consequence operator over  is called finitary if, for every :


-               (Finitariness)

ℒ
𝖢𝗇 : ℘(ℒ) → ℘(ℒ) ℘(ℒ)

ℒ Γ, Δ

Γ ⊆ 𝖢𝗇(Γ)
Γ ⊆ Δ 𝖢𝗇(Γ) ⊆ 𝖢𝗇(Δ)

𝖢𝗇(𝖢𝗇(Γ)) ⊆ 𝖢𝗇(Γ)

ℒ Γ
𝖢𝗇(Γ) = ⋃

Δ∈℘ω(ℒ)

𝖢𝗇(Δ)
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Asymmetric consequence relation vs consequence operator

• Fact: Let  be some set. Then


- If  is a (finitary) consequence relation, then the operator defined by  
 is a (finitary) consequence operator


- If  is a (finitary) consequence operator, then the relation defined by  
(  ) is a (finitary) consequence relation


Since we actually move freely between  and , we may also refer to  as a consequence system.

ℒ
⊢ ⊆ ℘(ℒ) × ℒ

𝖢𝗇(Γ) := {φ ∈ ℒ ∣ Γ ⊢ φ}
𝖢𝗇 : ℘(ℒ) → ℘(ℒ)

Γ ⊢ φ iff φ ∈ 𝖢𝗇(Γ)

𝖢𝗇 ⊢ (ℒ, 𝖢𝗇)
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“Set (of things)-thing” consequence relation: an abstract completeness theorem

Remember that given a set of possible worlds , we define . Similarly, we define 
, for a set  


• Definition: The (semantic) asymmetric consequence relation  generated by  over  is defined as 


 if and only if 

𝔖 𝔖(φ) := {𝔰 ∈ 𝔖 ∣ φ ∈ 𝔰}
𝔖(Γ) := ⋂

γ∈Γ

𝔖(γ) = {𝔰 ∈ 𝔖 ∣ Γ ⊆ 𝔰} Γ ⊆ ℒ

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ)
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“Set (of things)-thing” consequence relation: an abstract completeness theorem

Let us consider a specific case over p,q,r, and with the following valuations.

66

p q p,q



“Set (of things)-thing” consequence relation: an abstract completeness theorem

Properties? 


67

r p q, r p,q, r



“Set (of things)-thing” consequence relation: an abstract completeness theorem

We have that the consequence  generated by these four valuations is such that


• , 


•  and 


•  , and  and  and 

⊢𝔖

q ⊢ r
p, q ⊢ r p, r ⊢ q
p ⊬ r r ⊬ q r ⊬ p q, r ⊬ p
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“Set (of things)-thing” consequence relation: an abstract completeness theorem

We have that the consequence  generated by these four valuations is such that


• , 


•  and 


•  , and  and  and 

⊢𝔖

q ⊢ r
p, q ⊢ r p, r ⊢ q
p ⊬ r r ⊬ q r ⊬ p q, r ⊬ p
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r p q, r p,q,r

actually r means “if p then q”, in the classical sense



“Set (of things)-thing” consequence relation: an abstract completeness theorem

Remember that given a set of possible worlds , we define . Similarly, we define 
, for a set  


• Definition: The (semantic) asymmetric consequence relation  generated by  over  is defined as 


 if and only if 

𝔖 𝔖(φ) := {𝔰 ∈ 𝔖 ∣ φ ∈ 𝔰}
𝔖(Γ) := ⋂

γ∈Γ

𝔖(γ) = {𝔰 ∈ 𝔖 ∣ Γ ⊆ 𝔰} Γ ⊆ ℒ

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ)
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For an arbitrary consequence system, is it possible to find a class of possible words / 
valuations inducing the same consequence relation?



“Set (of things)-thing” consequence relation: an abstract completeness theorem

Remember that given a set of possible worlds , we define . Similarly, we define 
, for a set  


• Definition: The (semantic) asymmetric consequence relation  generated by  over  is defined as 


 if and only if 


• Theorem (completeness for asymmetric consequence): Let  be a consequence system. Then it is 
always possible to find a class of possible words  over A  such that .

𝔖 𝔖(φ) := {𝔰 ∈ 𝔖 ∣ φ ∈ 𝔰}
𝔖(Γ) := ⋂

γ∈Γ

𝔖(γ) = {𝔰 ∈ 𝔖 ∣ Γ ⊆ 𝔰} Γ ⊆ ℒ

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ)

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖
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“Set (of things)-thing” consequence relation: an abstract completeness theorem

Remember that given a set of possible worlds , we define . Similarly, we define 
, for a set  


• Definition: The (semantic) asymmetric consequence relation  generated by  over  is defined as 


 if and only if 


• Theorem (completeness for asymmetric consequence): Let  be a consequence system. Then it is 
always possible to find a class of possible words  over A  such that .


𝔖 𝔖(φ) := {𝔰 ∈ 𝔖 ∣ φ ∈ 𝔰}
𝔖(Γ) := ⋂

γ∈Γ

𝔖(γ) = {𝔰 ∈ 𝔖 ∣ Γ ⊆ 𝔰} Γ ⊆ ℒ

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ)

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖
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In order to prove it, we introduce the notion of closure operator on posets, and of closure systems.



An first excursus on posets and lattices
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Basics of the abstract (algebraic) view on logic: where

74



Partial orders

• Definition: Let A be a set and  be a binary relation over A. The relation  is partial order when it is a pre-
order that is also anti-symmetric, that is whenever it satisfies the following, for every  it satisfies


-                                                (reflexivity)


- If  and , then          (transitivity)


- If  and , then     (anti-symmetry)


If  is a partial-order, the relational structure  is called a partially ordered set, or poset.


If  but , we thus write .


≤ ≤
a, b, c ∈ A

a ≤ a
a ≤ b b ≤ c a ≤ c
a ≤ b b ≤ a a = b

≤ (A, ≤ )

a ≤ b b ≠ a a < b
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Supremum / infimum on orders

• Given a poset  and a subset , an element  is said to be 


- the least upper bound, or supremum, of B if for every , and whenever there is  such 
that for every , then ; if a supremum of B exists, it is unique and is denoted by ,


- the greatest lower bound, or infimum, of B if for every , and whenever there is  such 
that for every , then ; if a infimum of B exists, it is unique and is denoted by .

(A, ≤ ) B ⊆ A a ∈ A
b ≤ a, b ∈ B c ∈ A

b ≤ c, b ∈ B a ≤ c ⋁B

a ≤ b, b ∈ B c ∈ A
c ≤ b, b ∈ B c ≤ a ⋀B
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Supremum / infimum on orders
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Supremum / infimum on orders
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inf{b, c} = a
sup{b, c} = e



Supremum / infimum on orders
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inf{d, e} = a
sup{d, e} = g



Supremum / infimum on orders
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inf{b, e} = b
sup{b, e} = e



Supremum / infimum on orders
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inf{d, e, f, g} = a
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Orders and lattices

• Definition: Let  be a poset. If it is such that


• every subset of type  has a supremum  (also called join),  then  it is called a join-semi-lattice


• every subset of type has a infimum  (also called meet), then it is called a meet-semi lattice 


• every subset of type  has both a supremum and an infimum, is it called a lattice.


• Example: the poset  has both joins (set-theoretic union) and meets (set-theoretic intersection), 
and it is thus (obviously) a lattice (as we are going to see it naturally gives rise to the usual algebraic lattice 

 ).

(A, ≤ )
{a, b} a ∨ b
{a, b} a ∧ b
{a, b}

(℘(A), ⊆ )

(℘(A), ∩ , ∪ )
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Algebraic lattices

• Definition: An algebra  is an algebraic lattice whenever the two operations on A are both 
commutative and associative, and they satisfies the absorptions laws


- ,


- ,


meaning in particular that they also satisfies the following idempotent laws


- ,


- .


• Example: Consider a set A. Then the powerset algebra   is a algebraic lattice.

(A, ∧ , ∨ )

x ∧ (x ∨ y) = x
x ∨ (x ∧ y) = x

x ∧ x = x
x ∨ x = x

(℘(A), ∩ , ∪ )
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Lattices and orders

• Fact: If  is an algebraic  lattice, then we can define a poset  which is a lattice by setting, for 
every 


 iff 


Or equivalently, by absorption, by setting  iff .


• Example: Consider the lattice . The the partial order  iff  is simply the usual 
subset relation.


• The way of viewing lattices as partially ordered sets, with certain additional properties, is extremely useful 
from a logical point of view.

(A, ∧ , ∨ ) (A, ≤ )
a, b ∈ A

a ≤ b a ∨ b = b
a ≤ b a ∧ b = a

(℘(A), ∩ , ∪ ) a ≤ b a ∪ b = b

84



Semi-lattices and orders

• Definition: An algebra  is an algebraic semi-lattice whenever the binary operation  on A is both 
commutative and associative, and it satisfies the idempotent law


- 


• Fact: As for algebraic lattices , any algebraic semi-lattice  gives rise to a join-semi lattice  by 
setting either  iff  (and thus  is seen as a join / disjunction) or to a meet-semi lattice  by 
setting  iff  (and thus  is seen as a meet / conjunction)

(A, ∘ ) ∘

x ∘ x = x

(A, ∘ ) (A, ≤ )
a ≤ b a ∘ b = b ∘ (A, ≤ )

a ≤ b a ∘ b = a ∘
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Bounded and complete lattices

• Definition: Let  be a poset that is a lattice.


- Whenever both  and  exist, we say that the poset (lattice) is bounded,


- Whenever  and  exists for every  (with ), we say that the lattice is a closure 
system,


- Whenever both  and  exist for every  (with  and ), we say that the 

lattice is complete.


• Example: the powerset lattice  is obviously complete. Notice however that not every lattice is 
bounded, and thus a fortiori complete, e.g. .

(A, ≤ )
0A := ⋀A 1A := ⋁A

1A ∈ A ⋀B B ⊆ A 1A = ⋀∅

⋀B ⋁B B ⊆ A 1A = ⋀∅ 0A = ⋁∅

(℘(ℒ), ⊆ )
(ℤ, ≤ )

86



Bounded and complete lattices
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Bounded and complete lattices
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Bounded and complete lattices
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Bounded and complete lattices
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Lattices, orders and closure operators

• Definition: Let  be a poset that is a lattice. A function  is called a closure operator on A 
whenever it satisfies the following, for every :


(C1)                                     


(C2) If , then         


(C3)                          


Elements  such that  are called closed. The collection of all closed elements of A is denoted 
by , or simply  when the underlying poset is clear.

(A, ≤ ) Cl : A → A
a, b ∈ A

a ≤ 𝖢𝗅(a)
a ≤ b 𝖢𝗅(a) ≤ 𝖢𝗅(b)

𝖢𝗅(𝖢𝗅(a)) ≤ 𝖢𝗅(a)

a ∈ A a = 𝖢𝗅(a)
ℭA ℭ
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Lattices, orders and closure operators

92

a

b

ed

gf

c



Lattices, orders and closure operators
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Lattices, orders and closure operators

94

a

b

ed

gf

c
working? no
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d < g but Cl(d)  Cl(g)≮



Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators

• Definition: Let  be a poset that is a lattice. A function  is called a closure operator on A 
whenever it satisfies the following, for every :


(C1)                                     


(C2) If , then         


(C3)                          


Elements  such that  are called closed. The collection of all closed elements of A is denoted 
by , or simply  when the underlying poset is clear.

(A, ≤ ) Cl : A → A
a, b ∈ A

a ≤ 𝖢𝗅(a)
a ≤ b 𝖢𝗅(a) ≤ 𝖢𝗅(b)

𝖢𝗅(𝖢𝗅(a)) ≤ 𝖢𝗅(a)

a ∈ A a = 𝖢𝗅(a)
ℭA ℭ
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Let  be consequence system, and consider the complete powerset lattice . Then the 
consequence operator  is, by definition, a closure operator on . Closed sets  are usually 
called “theories” and their collection denoted by  or .

(ℒ, ⊢ ) (℘(ℒ), ⊆ )
𝖢𝗇 ℘(ℒ) Γ = 𝖢𝗇(Γ)

𝔗( ⊢ ) 𝔗⊢



Lattices, orders and closure operators

• Theorem: Let  be a poset that is a lattice, and   be a closure operator on A


1. 


2. If  is complete, then   is also a complete lattice (and thus a closure system), and such 
that  and , for every family .


(A, ≤ ) Cl : A → A
Cl(a) = ⋀{b ∈ ℭA ∣ a ≤ b}

(A, ≤ ) (ℭA, ≤ )

⋀
ℭA

𝒜 = ⋀𝒜 ⋁
ℭA

𝒜 = 𝖢𝗅(⋁𝒜) 𝒜 ⊆ ℭA
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Lattices, orders and closure operators
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Lattices, orders and closure operators

• Theorem: Let  be a poset that is a lattice, and   be a closure operator on A


1. 


2. If  is complete, then   is also a complete lattice (and thus a closure system), and such 
that  and , for every family .


Proof: For the first point, since , we have that  . Now assume , 
for some . Thus , meaning . For the 

second point, we first verify that , for every , meaning that , 

and thus by (C1) we get . Then by definition and the previous points:

.

(A, ≤ ) Cl : A → A
Cl(a) = ⋀{b ∈ ℭA ∣ a ≤ b}

(A, ≤ ) (ℭA, ≤ )

⋀
ℭA

𝒜 = ⋀𝒜 ⋁
ℭA

𝒜 = 𝖢𝗅(⋁𝒜) 𝒜 ⊆ ℭA

a ≤ 𝖢𝗅(a) = 𝖢𝗅𝖢𝗅(a) Cl(a) ∈ ℭA a ≤ b ≤ 𝖢𝗅(a)
b ∈ ℭA 𝖢𝗅(a) ≤ Cl(b) = b ≤ 𝖢𝗅𝖢𝗅(a) = 𝖢𝗅(a) Cl(a) = ⋀{b ∈ ℭA ∣ a ≤ b}

𝖢𝗅(⋀𝒜) ≤ a = 𝖢𝗅(a) a ∈ 𝒜 𝖢𝗅(⋀𝒜) ≤ ⋀𝒜

⋀𝒜 ∈ ℭA

⋁
ℭA

𝒜 = ⋀{b ∈ ℭA ∣ a ≤ b, ∀a ∈ 𝒜} = ⋀{b ∈ ℭA ∣ ⋁𝒜 ≤ b} = 𝖢𝗅(⋁𝒜)
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Lattices, orders and closure operators

By the first point of the previous theorem, we immediately get that:


• Corollary: Let  be a complete lattice, and  be some closure operators, with . Thus 
 implies that .

(A, ≤ ) Cli : A → A i = 1,2
ℭ1 = ℭ2 Cl1 = Cl2
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Lattices, orders and closure operators

By the first point of the previous theorem, we immediately get that:


• Corollary: Let  be a complete lattice, and  be some closure operators, with . Thus 
 implies that .

(A, ≤ ) Cli : A → A i = 1,2
ℭ1 = ℭ2 Cl1 = Cl2

104

Corollaries: Let  be consequence system. 


1.    is a complete lattice (and thus a closure system), and such that  and 

, for every family of theories . 


2.  Given a consequence system  ,   implies that .

(ℒ, ⊢ )
(𝔗⊢, ⊆ ) ⋀

𝔗⊢

𝒞 = ⋂𝒞

⋁
𝔗⊢

𝒞 = 𝖢𝗇(⋁𝒞) 𝒞 ⊆ 𝔗⊢

(ℒ, ⊢′￼) 𝔗⊢ = 𝔗⊢′￼ ⊢ = ⊢′￼



Lattices, orders and closure operators

By both points of the previous theorem, in some special cases we can actually obtain a nice, simple 
characterisation of the closure operator: in term of some kind of maximal closed elements.


• Definition: Let  be a bounded lattice. An element , is an atom if , and there is no 
 such that , and a dual atom if , and there is no  such that . 

 is thus said to be atomic if for every  there is a set of atoms  such that , and 

dually atomic if for every  there is a set of dual atoms  such that .

(A, ≤ ) a ∈ A 0 < a
a ≠ b ∈ A 0 < b ≤ a a < 1 a ≠ b ∈ A a ≤ b < 1
(A, ≤ ) a ∈ A∖{0} B b = ⋁A

a ∈ A∖{1} B b = ⋀A
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Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators
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Lattices, orders and closure operators

By both points of the previous theorem, in some special cases we can actually obtain a nice, simple 
characterisation of the closure operator: in term of some kind of maximal closed elements.


• Definition: Let  be a bounded lattice. An element , is an atom if , and there is no 
 such that , and a dual atom if , and there is no  such that . 

 is thus said to be atomic if for every  there is a set of atoms  such that , and 

dually atomic if for every  there is a set of dual atoms  such that .


• Corollary: Let  be a complete lattice, and   be a closure operator. Assume  is 
dually atomic. Then , where  is the collection of all dual atoms of .

(A, ≤ ) a ∈ A 0 < a
a ≠ b ∈ A 0 < b ≤ a a < 1 a ≠ b ∈ A a ≤ b < 1
(A, ≤ ) a ∈ A∖{0} B b = ⋁A

a ∈ A∖{1} B b = ⋀A

(A, ≤ ) Cl : A → A (ℭA, ≤ )
Cl(a) = ⋀{b ∈ 𝔐A ∣ a ≤ b} 𝔐A (ℭA, ≤ )
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Closure systems and closure operators

We now verify that closure systems and closure operators (on complete lattices) are two faces of the same coin. 
In fact it is immediate to verify that


• Theorem: Let  be a complete lattice, and consider  such that  is a closure system. Then 
 defined  is a closure operator and clearly . In particular, 

whenever , for some closure operator , we have that  .


• Corollary: Over complete lattices, there is a bijection between closure systems and closure operators.

(A, ≤ ) B ⊆ A (B, ≤ )
ClB : A → A 𝖢𝗅B(a) := ⋀{b ∈ B ∣ a ≤ b} ℭ𝖢𝗅𝖡 = B

B = ℭ𝖢𝗅′￼ Cl′￼: A → A Cl′￼= ClB
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Closure systems and closure operators

We now verify that closure systems and closure operators (on complete lattices) are two faces of the same coin. 
In fact it is immediate to verify that


• Theorem: Let  be a complete lattice, and consider  such that  is a closure system. Then 
 defined  is a closure operator and clearly . In particular, 

whenever , for some closure operator , we have that  .


• Corollary: Over complete lattices, there is a bijection between closure systems and closure operators.

(A, ≤ ) B ⊆ A (B, ≤ )
ClB : A → A 𝖢𝗅B(a) := ⋀{b ∈ B ∣ a ≤ b} ℭ𝖢𝗅𝖡 = B

B = ℭ𝖢𝗅′￼ Cl′￼: A → A Cl′￼= ClB
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Let  be consequence system. Remember that the corresponding consequence operator  given 
by  is a closure operator on  and thus  is a closure system. 


Hence, . But since , we have that  and thus


.

(ℒ, ⊢ ) 𝖢𝗇
Cn(Γ) := {φ ∈ ℒ ∣ Γ ⊢ φ} ℘(ℒ) (𝔗⊢, ⊆ )

ℭ𝖢𝗅𝔗⊢
= 𝔗⊢ ℭ𝖢𝗅𝔗⊢

= ℭ𝖢𝗇 := 𝔗⊢ 𝖢𝗅𝔗⊢ = 𝖢𝗇

Cn(Γ) = ⋂{Δ ∈ 𝔗⊢ ∣ Γ ⊆ Δ}



Closure systems and closure operators

We now verify that closure systems and closure operators (on complete lattices) are two faces of the same coin. 
In fact it is immediate to verify that


• Theorem: Let  be a complete lattice, and consider  such that  is a closure system. Then 
 defined  is a closure operator and clearly . In particular, 

whenever , for some closure operator , we have that  .


• Corollary: Over complete lattices, there is a bijection between closure systems and closure operators.

(A, ≤ ) B ⊆ A (B, ≤ )
ClB : A → A 𝖢𝗅B(a) := ⋀{b ∈ B ∣ a ≤ b} ℭ𝖢𝗅𝖡 = B

B = ℭ𝖢𝗅′￼ Cl′￼: A → A Cl′￼= ClB
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Let  be consequence system. Remember that the corresponding consequence operator  given 
by  is a closure operator on  and thus  is a closure system. 


Hence, . But since , we have that  and thus


.

(ℒ, ⊢ ) 𝖢𝗇
Cn(Γ) := {φ ∈ ℒ ∣ Γ ⊢ φ} ℘(ℒ) (𝔗⊢, ⊆ )

ℭ𝖢𝗅𝔗⊢
= 𝔗⊢ ℭ𝖢𝗅𝔗⊢

= ℭ𝖢𝗇 := 𝔗⊢ 𝖢𝗅𝔗⊢ = 𝖢𝗇

Cn(Γ) = ⋂{Δ ∈ 𝔗⊢ ∣ Γ ⊆ Δ}

In particular if  is dually atomic, and  is the collection of maximal “non trivial” (i.e. 
different from )  theories of , it holds that


.

(𝔗⊢, ⊆ ) 𝔐⊢
ℒ (ℒ, ⊢ )

Cn(Γ) = ⋂{Δ ∈ 𝔐⊢ ∣ Γ ⊆ Δ}



Back to completeness for asymmetric consequence relation

Remember that a (semantic) asymmetric relation  generated by  over  is defined as 


 if and only if , where  and 


• Corollary (completeness for asymmetric consequence): Let  be a consequence system. Then it is 
always possible to find a class of possible words  over A  such that .


Proof: Consider the collection  of all theories of  . It is enough to check that verify .

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ) 𝔖(φ) := {Δ ∈ 𝔖 ∣ φ ∈ Δ} 𝔖(Γ) := {Δ ∈ 𝔖 ∣ Γ ⊆ Δ}

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖

𝔗⊢ (ℒ, ⊢ ) 𝔗⊢ = 𝔗⊢𝔗⊢
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Back to completeness for asymmetric consequence relation

Remember that a (semantic) asymmetric relation  generated by  over  is defined as 


 if and only if , where  and 


• Corollary (completeness for asymmetric consequence): Let  be a consequence system. Then it is 
always possible to find a class of possible words  over A  such that .


Proof: Consider the collection  of all theories of  . It is enough to check that verify .

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ) 𝔖(φ) := {Δ ∈ 𝔖 ∣ φ ∈ Δ} 𝔖(Γ) := {Δ ∈ 𝔖 ∣ Γ ⊆ Δ}

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖

𝔗⊢ (ℒ, ⊢ ) 𝔗⊢ = 𝔗⊢𝔗⊢
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Or, one could check that that for every pair 


 if and only if  


or stated otherwise, that


 if and only if 

(Γ, φ)

⋂{Δ ∈ 𝔗⊢ ∣ φ ∈ Δ} ⊆ ⋂{Δ ∈ 𝔗⊢ ∣ Γ ⊆ Δ} {Δ ∈ 𝔗⊢ ∣ Γ ⊆ Δ} ⊆ {Δ ∈ 𝔗⊢ ∣ φ ∈ Δ}

⋂𝔗⊢(φ) ⊆ ⋂𝔗⊢(Δ} 𝔗⊢(Δ) ⊆ 𝔗⊢(φ)



Back to completeness for asymmetric consequence relation

Remember that a (semantic) asymmetric relation  generated by  over  is defined as 


 if and only if , where  and 


• Corollary (completeness for asymmetric consequence): Let  be a consequence system. Then it is 
always possible to find a class of possible words  over A  such that .


Proof: Consider the collection  of all theories of  . It is enough to check that verify . 

Assume  and . Notice that  since , meaning that  . 

Now, assume that , and consider  such that . This means that 

. Hence if , it holds that , 

and therefore , thus .  We thus have that , since , meaning that .

⊢𝔖 𝔖 ℒ
Γ ⊢𝔖 φ 𝔖(Γ) ⊆ 𝔖(φ) 𝔖(φ) := {Δ ∈ 𝔖 ∣ φ ∈ Δ} 𝔖(Γ) := {Δ ∈ 𝔖 ∣ Γ ⊆ Δ}

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖

𝔗⊢ (ℒ, ⊢ ) 𝔗⊢ = 𝔗⊢𝔗⊢

Δ ∈ 𝔗⊢ Δ ⊢𝔗⊢
φ φ ∈ Δ Δ ∈ 𝔗⊢(Δ) ⊆ 𝔗⊢(φ) Δ ∈ 𝔗⊢𝔗⊢

Δ ∈ 𝔗⊢𝔗⊢
φ ∈ ℒ Δ ⊢ φ

φ ∈ ⋂{Φ ∈ 𝔗⊢ ∣ Δ ⊆ Φ} = ⋂𝔗⊢(Δ) Φ ∈ 𝔗⊢(Δ) := {Δ ∈ 𝔖 ∣ Γ ⊆ Δ} φ ∈ Φ
Φ ∈ 𝔗⊢(φ) Δ ⊢𝔗⊢

φ φ ∈ Δ Δ ∈ 𝔗⊢𝔗⊢
Δ ∈ 𝔗⊢
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“Set-thing” consequence relation: absoluteness (categoricity)?

Again, there is no unique semantics for an asymmetric consequence relation. 


To see this, set ,  and the two following classes


• 


• 


Clearly . But it is easy to check that actually .

ℒ := {p, q, r}
𝔖1 := {𝔰 : {p, q, r} → {𝖺, 𝗋} ∣ (𝔰(p) = 𝖺 ↔ 𝔰(q) = 𝗋) ∧ 𝔰(r) = 𝖺}
𝔖2 := {𝔰 : {p, q, r} → {𝖺, 𝗋} ∣ 𝔰(r) = 𝖺}

𝔖1 ⊊ 𝔖2 ⊢𝔖1
= ⊢𝔖2
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With respect to  it is like  
and 

𝔖1 p ≡ ¬q
r ≡ (q ∨ ¬q)



“Set-thing” consequence relation: absoluteness (categoricity)?

Again, there is no unique semantics for an asymmetric consequence relation. 


To see this, set ,  and the two following classes


• 


• 


Clearly . But it is easy to check that actually .

ℒ := {p, q, r}
𝔖1 := {𝔰 : {p, q, r} → {𝖺, 𝗋} ∣ (𝔰(p) = 𝖺 ↔ 𝔰(q) = 𝗋) ∧ 𝔰(r) = 𝖺}
𝔖2 := {𝔰 : {p, q, r} → {𝖺, 𝗋} ∣ 𝔰(r) = 𝖺}

𝔖1 ⊊ 𝔖2 ⊢𝔖1
= ⊢𝔖2
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With respect to  it is like  
and 

𝔖1 p ≡ ¬q
r ≡ (q ∨ ¬q)

From , we get that .


On the other hand suppose . This implies in particular that . Assume  , the case of  

being the same. Then . If , clearly any   such that  suffices. Now, assume 

, and notice that , and in particular is in 

, but it is not in , meaning that .

𝔖1 ⊊ 𝔖2 ⊢𝔖1
⊇ ⊢𝔖2

Γ /⊢𝔖2
φ φ ≠ r φ = p φ = q

p ∉ Γ Γ = ∅, {r} 𝔰 ∈ 𝔖1 𝔰(p) = 𝗋

q ∈ Γ 𝔰 : x ↦ {𝖺  if x = q, r
𝗋  else

∈ 𝔖i(Γ) = {𝔰 ∈ 𝔖i ∣ 𝔰(q) = 𝔰(r) = 𝖺}

𝔖1 𝔖1(p) Γ /⊢𝔖1
φ



“Set (of things) -Set (of things)” consequence relation: a syntactic characterisation

The concept of symmetric consequence relation is first presented in Gerhard Gentzen's celebrated 
“Untersuchungen über das logische Schliessen” (1934) if one interpret his calculus of sequents as a metatheory 
for a “multiple-conclusion” logic (aka symmetric consequence relation on logical formulae). 
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“Set (of things) -Set (of things)” consequence relation: a syntactic characterisation

120



“Set (of things) -Set (of things)” consequence relation: a syntactic characterisation

Definition: Let  be a set. A relation  is called a symmetric consequence relation, if it 
satisfies the following for every :


- , whenever                                                                                 (Overlap)


- If , then                                                                                (Monotonicity / Dilution)


- If  , for each quasi-partition  of , then               (Cut for sets) 

ℒ ⊢ ⊆ ℘(ℒ) × ℘(ℒ)
Φ, Θ, Γ, Δ

Γ ⊢ Φ Φ ∩ Γ ≠ ∅
Γ ⊢ Φ Γ ∪ Δ ⊢ Φ ∪ Θ
Γ ∪ Θ1 ⊢ Φ ∪ Θ2 (Θ1, Θ2) Θ Γ ⊢ Φ

121

Given a set , a pair  is a quasi-partition of  whenever . Hence in particular one of 
the member of the pair  can be empty. A quasi-partition is a partition when , for .

Θ (Θ1, Θ2) Θ Θ = Θ1 ∪ Θ2
(Θ1, Θ2) Θi ≠ ∅ i = 1,2



“Set (of things) -Set (of things)” consequence relation: a syntactic characterisation

Definition: Let  be a set. A relation  is called a symmetric consequence relation, if it 
satisfies the following for every :


- , whenever                                                                                 (Overlap)


- If , then                                                                                (Monotonicity / Dilution)


- If  , for each quasi-partition  of , then               (Cut for sets) 

ℒ ⊢ ⊆ ℘(ℒ) × ℘(ℒ)
Φ, Θ, Γ, Δ

Γ ⊢ Φ Φ ∩ Γ ≠ ∅
Γ ⊢ Φ Γ ∪ Δ ⊢ Φ ∪ Θ
Γ ∪ Θ1 ⊢ Φ ∪ Θ2 (Θ1, Θ2) Θ Γ ⊢ Φ
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Fact: Assume  satisfies Overlap and Dilution. The following conditions are then 
equivalent:


- For each , (Cut for sets) holds


- If  then there is a partition  of  such that  and    (Cut for )


- If  , for each , and , then                                 (Symmetric Cut) 

⊢ ⊆ ℘(ℒ) × ℘(ℒ)

Θ
Γ ⊬ Φ (ΘT, ΘF) ℒ Γ ⊆ ΘT, Φ ⊆ ΘF ΘT ⊬ ΘF ℒ
Γ ∪ {θ} ⊢ Φ ∪ Θ θ ∈ Θ Γ ∪ Θ ⊢ Φ Γ ⊢ Φ



“Set (of things) -Set (of things)” consequence relation: a syntactic characterisation

Definition: Let  be a set. A relation  is called a symmetric consequence relation, if it 
satisfies the following for every :


- , whenever                                                                                 (Overlap)


- If , then                                                                                (Monotonicity / Dilution)


- If  , for each quasi-partition  of , then               (Cut for sets) 


• A symmetric consequence relation is called finitary if, for every :


- If , then there are finite  and  such that   (Finitariness)

ℒ ⊢ ⊆ ℘(ℒ) × ℘(ℒ)
Φ, Θ, Γ, Δ

Γ ⊢ Φ Φ ∩ Γ ≠ ∅
Γ ⊢ Φ Γ ∪ Δ ⊢ Φ ∪ Θ
Γ ∪ Θ1 ⊢ Φ ∪ Θ2 (Θ1, Θ2) Θ Γ ⊢ Φ

Γ, Φ
Γ ⊢ Φ Δ ⊆ Γ Θ ⊆ Φ Δ ⊢ Θ
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One may “read” a symmetric consequence relation as something like ⋀Γ ⊢ ⋁Φ



“Set (of things) -Set (of things)” consequence relation: a semantic characterisation
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“Set (of things) -Set (of things)” consequence relation: a semantic characterisation

Consider a valuation . We extend  by setting 

.


Given a collection  and a set of “things”  , we then define  and 
,


• Definition: Let  be a set and, and   a collection of possible worlds. Then, for every  , we define


 iff .

𝔰 : ℒ → {𝖺, 𝗋} 𝔰 : ℘(ℒ) → {𝖺, 𝗋, ⋆ }

𝔰 : Γ ↦
𝖺  if ∀γ ∈ Γ : 𝔰(γ) = 𝖺
𝗋  if ∀γ ∈ Γ : 𝔰(γ) = 𝗋
⋆  else

𝔖 Γ ⊆ ℒ 𝔖𝖺(Γ) = {𝔰 ∈ 𝔖 ∣ 𝔰(Γ) = 𝖺}
𝔖𝗋(Γ) = {𝔰 ∈ 𝔖 ∣ 𝔰(Γ) = 𝗋}

ℒ 𝔖 Γ, Φ ⊆ ℒ
Γ ⊢𝔖 Φ 𝔖𝖺(Γ) ∩ 𝔖𝗋(Φ) = ∅

125

Equivalently,  iff there is no  such that   and .     Γ ⊢𝔖 Φ 𝔰 ∈ 𝔖 𝔰(Γ) = 𝖺 𝔰(Φ) = 𝖺



“Set (of things) -Set (of things)” consequence relation: a semantic characterisation

Consider a valuation . We extend  by setting 

.


Given a collection  and a set of “things”  , we then define  and 
,


• Definition: Let  be a set and, and   a collection of possible worlds. Then, for every  , we define


 iff .


• Fact: Let  be a set and, and   a collection of possible worlds. Then the relation  is a symmetric 
consequence relation.

𝔰 : ℒ → {𝖺, 𝗋} 𝔰 : ℘(ℒ) → {𝖺, 𝗋, ⋆ }

𝔰 : Γ ↦
𝖺  if ∀γ ∈ Γ : 𝔰(γ) = 𝖺
𝗋  if ∀γ ∈ Γ : 𝔰(γ) = 𝗋
⋆  else

𝔖 Γ ⊆ ℒ 𝔖𝖺(Γ) = {𝔰 ∈ 𝔖 ∣ 𝔰(Γ) = 𝖺}
𝔖𝗋(Γ) = {𝔰 ∈ 𝔖 ∣ 𝔰(Γ) = 𝗋}

ℒ 𝔖 Γ, Φ ⊆ ℒ
Γ ⊢𝔖 Φ 𝔖𝖺(Γ) ∩ 𝔖𝗋(Φ) = ∅

ℒ 𝔖 ⊢𝔖
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Proof: For overlap, assume . This means that if  , then , hence  
. Monotonicity being obvious, one can also check that cut for sets holds (EXERCISE).     

Φ ∩ Γ ≠ ∅ 𝔰(Γ) = 𝖺 𝔰 ∉ 𝔖𝗋(Φ)
Γ ⊢𝔖 Φ



“Set (of things) -Set (of things)” consequence relation: completeness

• Theorem (completeness for symmetric consequence): Let  be a symmetric consequence system. 
Then it is always possible to find a class of possible words  over A  such that .


Proof: Fix an arbitrary pair  such that . Then, by Cut for , there is a partition  of  
such that  and . So, let , the collection of the valuations (characteristic functions) 
corresponding to such pairs so that assign  to “things” in  and  in . Consider the induced 
consequence relation .

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖

(Γ, Φ) Γ ⊬ Φ ℒ (Θ𝖺, Θ𝗋) ℒ
Γ ⊆ Θ𝖺, Φ ⊆ Θ𝗋 Θ𝖺 ⊬ Θ𝗋 𝔖⋆

𝖺 Θ𝖺 𝗋 Θ𝗋
⊢𝔖⋆

127

Again, the idea is that the partition  of  induces a possible world via the corresponding accept/truth 
set (predicate) , and its dual (complementary) reject/false set (predicate) .

(Θ𝖺, Θ𝗋) ℒ
Θ𝖺 Θ𝗋



“Set (of things) -Set (of things)” consequence relation: completeness

• Theorem (completeness for symmetric consequence): Let  be a symmetric consequence system. 
Then it is always possible to find a class of possible words  over A  such that .


Proof: Fix an arbitrary pair  such that . Then, by Cut for , there is a partition  of  
such that  and . So, let , the collection of the valuations (characteristic functions) 
corresponding to such pairs so that assign  to “things” in  and  in . Consider the induced 
consequence relation . Clearly, from what precedes, if  then . 


For the other direction, let us assume that, for some pair ,   holds. Towards a contradiction, let 
us suppose . This means that there is a pair  and a partition  of  with 

 such that ,  and . However,  by applying dilution to 
,  a contradiction. Hence .

(ℒ, ⊢ )
𝔖 ⊢ = ⊢𝔖

(Γ, Φ) Γ ⊬ Φ ℒ (Θ𝖺, Θ𝗋) ℒ
Γ ⊆ Θ𝖺, Φ ⊆ Θ𝗋 Θ𝖺 ⊬ Θ𝗋 𝔖⋆

𝖺 Θ𝖺 𝗋 Θ𝗋
⊢𝔖⋆ Ξ ⊬ Λ Ξ /⊢𝔖⋆ Λ

(Ξ, Λ) Ξ ⊢ Λ
Ξ /⊢𝔖⋆ Λ (Γ, Φ) (Θ𝖺, Θ𝗋) ℒ

Γ ⊆ Θ𝖺, Φ ⊆ Θ𝗋 Γ ⊬ Φ Θ𝖺 ⊬ Θ𝗋 Ξ ⊆ Θ𝖺, Λ ⊆ Θ𝗋 Θ𝖺 ⊢ Θ𝗋
Ξ ⊢ Λ Ξ ⊢𝔖⋆ Λ
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“Set (of things) -Set (of things)” consequence relation: absoluteness

• Theorem (absoluteness for symmetric consequence): Any semantics characterises a unique symmetric 
consequence system.


Proof: Fix an arbitrary family of valuations  and its induced  symmetric consequence system . 
Consider the class  of valuations that 
respect . We need to check that . 


𝔖 (ℒ, ⊢𝔖 )
𝔖( ⊢𝔖 ) := {𝔰 ⊆ ℒ ∣ ∀Γ, Φ : (Γ ⊢𝔖 Φ ∧ Γ ⊆ 𝔰) → (Φ ∩ 𝔰 ≠ ∅)}

⊢𝔖 𝔖( ⊢𝔖 ) = 𝔖
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“Set (of things) -Set (of things)” consequence relation: absoluteness

• Theorem (absoluteness for symmetric consequence): Any semantics characterises a unique symmetric 
consequence system.


Proof: Fix an arbitrary family of valuations  and its induced  symmetric consequence system . 
Consider the class  of valuations that 
respect . We need to check that . Clearly . 


For the other direction, suppose , and consider the partition  . Recall that  iff there is 
no  such that   and . Since trivially there is no  such that   and 

, we have that . But again, notice that trivially despite  and , 
, meaning that .


𝔖 (ℒ, ⊢𝔖 )
𝔖( ⊢𝔖 ) := {𝔰 ⊆ ℒ ∣ ∀Γ, Φ : (Γ ⊢𝔖 Φ ∧ Γ ⊆ 𝔰) → (Φ ∩ 𝔰 ≠ ∅)}

⊢𝔖 𝔖( ⊢𝔖 ) = 𝔖 𝔖( ⊢𝔖 ) ⊇ 𝔖
𝔰 ∉ 𝔖 (𝔰, ℒ∖𝔰) Γ ⊢𝔖 Φ

𝔰′￼∈ 𝔖 Γ ⊆ 𝔰′￼ Φ ⊆ ℒ∖𝔰′￼ 𝔰′￼∈ 𝔖 𝔰 ⊆ 𝔰′￼

ℒ∖𝔰 ⊆ ℒ∖𝔰′￼ 𝔰 ⊢𝔖 ℒ∖𝔰 𝔰 ⊢𝔖 ℒ∖𝔰 𝔰 ⊆ 𝔰
ℒ∖𝔰 ∩ 𝔰 = ∅ 𝔰 ∉ 𝔖( ⊢𝔖 )
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Varieties of desirabilities
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Theory of rationality
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Theory(-ies) of desirability as theory(-ies) of rational decision making under uncertainty

133

• Let us consider an experiment, e.g. tossing a coin, and its 
possible outcomes, e.g. getting head (H) or tail (T)


- What is rational to belief about the experiment?


• Idea: we models a subject’s uncertainty about the outcomes 
of the experiment by focusing on the gambles that the 
subject is willing to take and that for this reason are called 
desirable. 


• The rationality of the assessments is then formalised through 
some axioms, which we can regard as a way to axiomatise the 
theory of desirability.



Theory of rationality

134

• By  we denote the space of possible outcomes of an 
experiment, e.g. getting head (H) or tail (T)


- From now on we essentially always assume  to be finite, 
e.g. .

Ω

Ω
Ω := {H, T}

This is for simplicity. When needed, 
we make it explicit though. 



Theory of rationality

135

• By  we denote the set of all real-valued functions over , 
the “gambles” .


- Whenever  is clear, we simply write 


• A set of assessments is simply a subset 


- So, when  represents a rational belief by Alice 
concerning the possible outcomes of the given 
experiment?

ℒ(Ω) Ω
g : Ω → ℝ

Ω ℒ
A ⊆ ℒ

A ⊆ ℒ

So, from now on here for simplicity we are essentially 
over  . But make explicit when needed.ℝn



The coin experiment
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g(T)

g(H)



The coin experiment: accepting sure gain

137

g ∈ ℒ+ := {g ∣ inf g > 0}

(accepting sure gain)

g(T)

g(H)



The coin experiment: accepting partial gain

138

(accepting partial gain)

g(T)

g(H)

g ∈ ℒ> := {g ∣ g > 0}



The coin experiment

139

g(T)

g(H)

g



The coin experiment: positive scaling

140

(positive scaling)

g(T)

g(H)

f = λg,  for some λ > 0



The coin experiment

141

f

g(T)

g(H)

g



The coin experiment: addition

142

(addition)

g(T)

g(H)

f

g

g + f



The coin experiment: avoiding sure loss

143

(avoiding sure loss 

aka no arbitrage)

g(T)

g(H)

g ∈ ℒ− := {g ∣ sup g < 0}



The coin experiment: avoiding the negative unit

144

(avoiding sure loss 

aka no arbitrage)

g(T)

g(H)

−1



The coin experiment: avoiding partial loss

145

(avoiding partial loss)

g(T)

g(H)

g ∈ ℒ< := {g ∣ g < 0}



The coin experiment: the status quo
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0

(avoiding status quo)

g(T)

g(H)



The coin experiment: avoiding status quo

147

0

(avoiding status quo)

g(T)

g(H)



The coin experiment: avoiding non-positivity

148

ℒ≤ := ℒ< ∪ {0}

(avoiding status quo)

g(T)

g(H)



The coin experiment: closure
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(closure)

g(T)

g(H)
g + ϵk,  with ϵ > 0



The coin experiment: closure

150

(closure)

g(T)

g(H)

g
g + ϵk,  with ϵ > 0
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g(H)
(ASG) accepting sure gain

(APG) accepting partial gain

(PS) positive scaling

(ADD) addition

(ASL) avoiding sure loss

(APL) avoiding partial loss

(ANP) avoiding non positivity

(ASQ) avoiding status quo

(ANU) avoiding negative unit

(CL) closure

ℒ+ ⊆ 𝒦

ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦, λ > 0

𝒦 + 𝒦 ⊆ 𝒦

ℒ− ∩ 𝒦 = ∅

ℒ< ∩ 𝒦 = ∅

0 ∉ 𝒦

−1 ∉ 𝒦

ℒ≤ ∩ 𝒦 = ∅

f ∈ 𝒦,  if ∃ϵ ∈ (0,1)∀k > 0 : f + ϵk ∈ 𝒦
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g(H)
Theory of desirable gambles: coherence

g(T)

• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(APL) 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦

ℒ< ∩ 𝒦 = ∅
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g(H)
Theory of desirable gambles: coherence

g(T)

• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(APL) 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦

ℒ< ∩ 𝒦 = ∅



154

g(H)
Theory of desirable gambles: coherence

g(T)

• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(APL) 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦

ℒ< ∩ 𝒦 = ∅
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g(H)
Theory of desirable gambles: coherence

g(T)

• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(APL) 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦

ℒ< ∩ 𝒦 = ∅
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• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(ASQ) 


The collection of all set of desirable gambles over  that 
are coherent is then denoted by 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦
0 ∉ 𝒦

ℒ(Ω)
C(ℒ(Ω))
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• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(ASQ) 


The collection of all set of desirable gambles over  that 
are coherent is then denoted by . We say that 

 is maximally coherent if there is no 
 such that , and denote the collection of 

maximally coherent sets by .


𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦
0 ∉ 𝒦

ℒ(Ω)
C(ℒ(Ω))

𝒦 ∈ C(ℒ(Ω))
𝒦′￼∈ C(ℒ(Ω)) 𝒦 ⊊ 𝒦′￼

M(ℒ(Ω))

Fact: (APG+PS+ADD+ASQ) implies (APL) and thus (ANP)



Theory of desirable gambles: the structure of coherent sets

• Lemma (Couso & Moral 2011):  Let  but  , with . Then the following hold

1. 

2. if , then 


Where the positive hull operator is defined as .

𝒦 ∈ C(ℒ(Ω)) g ∉ 𝒦 g ≠ 0
𝗉𝗈𝗌𝗂(𝒜 ∪ {−g}) ∈ C(ℒ(Ω))

−g ∉ 𝒦 𝒦g := 𝗉𝗈𝗌𝗂(𝒜 ∪ {g} ∪ {−g + f ∣ f ∈ 𝒦}) ∈ C(ℒ(Ω))
𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}
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• Lemma (Couso & Moral 2011):  Let  but  , with . Then the following hold

1. 

2. if , then 


Where the positive hull operator is defined as .

𝒦 ∈ C(ℒ(Ω)) g ∉ 𝒦 g ≠ 0
𝗉𝗈𝗌𝗂(𝒜 ∪ {−g}) ∈ C(ℒ(Ω))

−g ∉ 𝒦 𝒦g := 𝗉𝗈𝗌𝗂(𝒜 ∪ {g} ∪ {−g + f ∣ f ∈ 𝒦}) ∈ C(ℒ(Ω))
𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}
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Since one can check that the first point of the Lemma readily implies that any  such that either 
 or , for each , cannot be extended to a coherent strict supset, we get that :


• Theorem (Couso & Moral 2011): The maximal coherent sets of desirable gambles over  are the 
semispaces at the origin (i.e. convex sets  without the origin 0 and such that either  or 

 for each ) that contain the positive orthant .

𝒦 ∈ C(ℒ(Ω))
g ∈ 𝒦 −g ∈ 𝒦 g ∈ ℒ(Ω)∖{0}

ℒ(Ω)
𝒦 ⊆ ℒ(Ω) g ∈ 𝒦

−g ∈ 𝒦 g ∈ ℒ(Ω)∖{0} ℒ(Ω)>



Theory of desirable gambles: the structure of coherent sets

• Lemma (Couso & Moral 2011):  Let  but  , with . Then the following hold

1. 

2. if , then 


Where the positive hull operator is defined as .

𝒦 ∈ C(ℒ(Ω)) g ∉ 𝒦 g ≠ 0
𝗉𝗈𝗌𝗂(𝒜 ∪ {−g}) ∈ C(ℒ(Ω))

−g ∉ 𝒦 𝒦g := 𝗉𝗈𝗌𝗂(𝒜 ∪ {g} ∪ {−g + f ∣ f ∈ 𝒦}) ∈ C(ℒ(Ω))
𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}
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The second point of the Lemma, joint with the previous characterisation of maximal coherent sets, provides a 
recursive way to complete a coherent set  and construct a maximal one containing it by including a 
gamble and excluding its “inverse/negation”:

• Set .

• Consider ,  if , stops. 

• Else for some  both , and define .

One can actually prove that there is a finite k such that . That is


Theorem (Couso & Moral 2011): If , there is  such that .

𝒦 ∈ C(ℒ(Ω))

𝒦0 := 𝒦
𝒦n ⊇ 𝒦 𝒦n ∈ M(ℒ(Ω))

g ∈ ℒ(Ω)∖{0} g, − g ∉ 𝒦n 𝒦n+1 := (𝒦n)g

𝒦k+1 = 𝒦k ∈ M(ℒ(Ω))

𝒦 ∈ C(ℒ(Ω)) 𝒦′￼∈ M(ℒ(Ω)) 𝒦′￼⊇ 𝒦

The construction is reminiscent of the ultrafilter procedure used e.g. to prove 
compactness in classical logic



Theory of desirable gambles: the structure of coherent sets

We thus have that 


• Theorem (Couso & Moral 2011): If , then .


Proof: Obviously  , and assume there is  

. Then  and there is  

such that . But by construction , a contradiction. 


And thus we get that:


Corollary:  is a dually atomic complete lattice.

𝒦 ∈ C(ℒ(Ω)) 𝒦 = ⋂{𝒦′￼∈ M(ℒ(Ω)) ∣ 𝒦 ⊆ 𝒦′￼}

𝒦 ⊆ ⋂{𝒦′￼∈ M(ℒ(Ω)) ∣ 𝒦 ⊆ 𝒦′￼}
g ∈ (⋂{𝒦′￼∈ M(ℒ(Ω)) ∣ 𝒦 ⊆ 𝒦′￼})∖𝒦 𝗉𝗈𝗌𝗂(𝒦 ∪ {−g}) ∈ C(ℒ(Ω)) 𝒦′￼∈ M(ℒ(Ω))

𝒦′￼⊇ 𝒦 g, − g′￼∈ 𝒦′￼

(C(ℒ(Ω)) ∪ {ℒ}, ⊆ )
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Theory of desirable gambles: natural extension, first try
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Fact: The operator  is a closure operator, and the collection 
of its closed sets is a strict supset of , since e.g.  is closed but 
not coherent, or any closed halfspace containing the positive orthant and the origin in the 
boundary.

𝗉𝗈𝗌𝗂( ⋅ ∪ ℒ>) : ℘(ℒ) → ℘(ℒ)
C(ℒ) ∪ {ℒ} ℒ> ∪ {0} ≠ ℒ



Theory of desirable gambles: natural extension, first try
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Here APL and not ASQ is the defining coherence condition (hence weaker form of coherence). 
Still, we have that the operator  is a closure operator, but the 
collection of its closed sets is a strict supset of , since, again, it includes any closed 
halfspace containing the positive orthant and the origin in the boundary.

𝗉𝗈𝗌𝗂( ⋅ ∪ ℒ>) : ℘(ℒ) → ℘(ℒ)
C(ℒ) ∪ {ℒ}



Theory of desirable gambles: another view on natural extension

• In the literature, the natural extension within the theory of desirable gambles and its 
characterisation theorem are not always defined directly through the posi operator, see e.g.:
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Theory of desirable gambles: another view on natural extension

• In the literature, the natural extension within the theory of desirable gambles and its 
characterisation theorem are not always defined directly through the posi operator, see e.g.:
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I will try to convince you that , from a logical pow, what is done e.g. here is the right approach.



Theory of desirable gambles: another view on natural extension

• First, remember that  is a dually atomic complete lattice. Thus , by putting all 
things together, we have that:


• Theorem: The operator  defined as  is a 

closure operator such that . Moreover it holds that


. 

(C(ℒ) ∪ {ℒ}, ⊆ )

ℰ : ℘(ℒ) → ℘(ℒ) ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ) ∣ 𝒜 ⊆ 𝒦}
ℭℰ∖{ℒ} = C(ℒ)

ℰ(𝒜) = ⋂{𝒦 ∈ M(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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Theory of desirable gambles: the case of ℝn

• Corollary: Let  be a set of assessments. Then, for every  the following are 
equivalent


1. 


2. there is  such that  but 


3. there is  such that  but .

𝒜 ⊆ ℝn g ∈ ℝn

g ∉ ℰ(𝒜)
𝒦 ∈ C(ℝn) 𝒜 ⊆ 𝒦 g ∉ 𝒦
𝒦 ∈ M(ℝn) 𝒜 ⊆ 𝒦 g ∉ 𝒦
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The equivalence between 1 and 3 is a version of  the hyperplane separation theorem but for maximal 
coherent sets. Recall that the latter coincide with semispaces at the origin (i.e. convex sets  
without the origin 0 and such that either  or  for each ) that contain the positive 
orthant .

𝒦 ⊆ ℝn

g ∈ 𝒦 −g ∈ 𝒦 g ∈ ℝn

(ℝn)>



Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set


. 


𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set
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𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set
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Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set


. 


𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set


. 


𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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g(T)
A maximal coherent set of desirable gambles, aka a semispace at the origin 
(i.e. convex sets  without the origin 0 and such that either  or 

 for each ) that contain the positive orthant .
𝒦 ⊆ ℝ2 g ∈ 𝒦

−g ∈ 𝒦 g ∈ ℝ2 (ℝ2)>



Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set


. 


𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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Another maximal coherent set of desirable gambles



Theory of desirable gambles: natural extension

• Definition: Given a set of assessments 
, its natural extension is the set


. 


𝒜 ⊆ ℒ(Ω)
ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}
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ℰ(𝒜) := ⋂{𝒦 ∈ C(ℒ(Ω)) ∣ 𝒜 ⊆ 𝒦}



• In the context of the theory of almost desirable gambles the two views actually coincide. 


• Definition: A set  is coherent if it satisfies 


(APG) 


(PS) 


(ADD) 


(CL) 


(ASL) 

𝒦 ⊆ ℒ(Ω)
ℒ> ⊆ 𝒦

λ𝒦 ⊆ 𝒦,  for λ > 0
𝒦 + 𝒦 ⊆ 𝒦

f ∈ 𝒦,  if ∃ϵ ∈ (0,1)∀k > 0 : f + ϵk ∈ 𝒦
ℒ− ∩ 𝒦 = ∅

Theory of almost desirable gambles
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Given the preceding conditions, (ASL)  is equivalent with 
(ANU) −1 ∉ 𝒦



Theory of almost desirable gambles

Similarly to what done before, by


•  we denote the collection of all coherent sets of almost desiderable gambles,


•  we denote the collection of all maximal coherent sets of almost desiderable 
gambles.

Ca(ℒ(Ω))
Ma(ℒ(Ω))
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g(T)
Notice that maximal coherent sets are simply the closed halfspaces containing the positive orthant and 
the origin in the boundary.



Theory of almost desirable gambles

• Definition: Given a set of assessments , its natural extension is the set


, 


where .

𝒜 ⊆ ℒ(Ω)
ℰa(𝒜) := 𝖼𝗅(𝗉𝗈𝗌𝗂(𝒜 ∪ ℒ>))

𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}

179

g(H)

g(T) g(T)

𝒜



Theory of almost desirable gambles

• Definition: Given a set of assessments , its natural extension is the set


, 


where .

𝒜 ⊆ ℒ(Ω)
ℰa(𝒜) := 𝖼𝗅(𝗉𝗈𝗌𝗂(𝒜 ∪ ℒ>))

𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}
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𝒜 ∪ ℒ≥



Theory of almost desirable gambles

• Definition: Given a set of assessments , its natural extension is the set


, 


where .

𝒜 ⊆ ℒ(Ω)
ℰa(𝒜) := 𝖼𝗅(𝗉𝗈𝗌𝗂(𝒜 ∪ ℒ>))

𝗉𝗈𝗌𝗂(X ) := {μf + λg ∣ f, g ∈ X,  and μ, λ > 0}
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ℰa(𝒜)



Theory of almost desirable gambles: characterisation

• Facts:  The following properties hold


1. The lattice  is complete and dually atomic, and the collection of its dual 
atoms coincides with , i.e. the collection of all closed halfspaces containing the 
positive orthant and the origin in the boundary. 


2. The natural extensions operator  is a closure 
operator, and the collection of its closed sets coincides with .

(Ca(ℒ) ∪ {ℒ}, ⊆ )
Ma(ℒ)

ℰa( ⋅ ) := 𝖼𝗅(𝗉𝗈𝗌𝗂( ⋅ ∪ ℒ≥)) : ℘(ℒ) → ℘(ℒ)
Ca(ℒ) ∪ {ℒ}
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Theory of almost desirable gambles: characterisation

Hence, from the previous facts, the definition of coherence in the theory of almost desirable 
gambles and the properties of posets, closure operators and dually atomic complete lattices, we 
obtain that:


• Corollary: Given a set of assessments ,  the following are equivalent


1. ,


2. ,


3. ,


4. 


5. 


𝒜 ⊆ ℒ(Ω)
ℰa(𝒜) ∈ Ca(ℒ)
ℰa(𝒜) = ⋂{𝒦 ∈ Ca(ℒ) ∣ 𝒜 ⊆ 𝒦}

ℰa(𝒜) = ⋂{𝒦 ∈ Ma(ℒ) ∣ 𝒜 ⊆ 𝒦}

−1 ∉ ℰa(𝒜)
ℰa(𝒜) ≠ ℒ
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This is essentially provides a variant of the classical 
separation theorem for closed convex sets.



To sum up
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TDG TADG

defining coherence 
condition

APL ASQ ASL

consequence 
(closure) operator

posi Cl on coherence posi Cl on coherence cl-posi

corresponding 
theories (closed sets) 

are all coherent
no yes no yes yes

complete lattice C + 
L dually atomic

no no no yes yes



To sum up
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TDG TADG

defining coherence 
condition

APL ASQ ASL

consequence 
(closure) operator

posi Cl on coherence posi Cl on coherence cl-posi

corresponding 
theories (closed sets) 

are all coherent
no yes no yes yes

complete lattice C + 
L dually atomic

no no no yes yes

If you add 0 to a semispace at the origin K, you get a coherent dual atom, 
and K is not the intersection of any coherent dual atom extending it



To sum up
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TDG TADG

defining coherence 
condition

APL ASQ ASL

consequence 
(closure) operator

posi Cl on coherence posi Cl on coherence cl-posi

corresponding 
theories (closed sets) 

are all coherent
no yes no yes yes

complete lattice C + 
L dually atomic

no no no yes yes

The difference between deductive closure and coherence, 
from a logical perspective, is related to the phenomenon of 
paraconsistency



Trying (again) to make a bit of order
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Belief models

• Definition: A belief structure is a quadruple  where 


•  is a complete lattice, and  is called a belief model,


•  a closure operator over , and a non-empty  , called a coherence predicate, 
such that


1. it is reverse compatible with , that is: if  and , then , meaning in particular 
that ,


2.  is a closure system, meaning in particular that  is closed under non-empty infima 
(i.e.  for every )


(A, ≤ , 𝖼𝗅, C)
(A, ≤ ) a ∈ A
𝖼𝗅 : A → A (A, ≤ ) C ⊆ ℭ𝖼𝗅

𝖼𝗅 a ≤ b 𝖼𝗅(b) ∈ C 𝖼𝗅(a) ∈ C
𝖼𝗅(0) ∈ C

(C ∪ {1}, ≤ ) C

⋀B ∈ C ∅ ≠ B ⊆ C
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Belief models

• Definition: A belief structure is a quadruple  where 


•  is a complete lattice, and  is called a belief model,


•  a closure operator over , and a non-empty  , called a coherence predicate, 
such that


1. it is reverse compatible with , that is: if  and , then , meaning in particular 
that ,


2.  is a closure system, meaning in particular that  is closed under non-empty infima 
(i.e.  for every )


If , the belief structure is called classical, and paraconsistent otherwise.

(A, ≤ , 𝖼𝗅, C)
(A, ≤ ) a ∈ A
𝖼𝗅 : A → A (A, ≤ ) C ⊆ ℭ𝖼𝗅

𝖼𝗅 a ≤ b 𝖼𝗅(b) ∈ C 𝖼𝗅(a) ∈ C
𝖼𝗅(0) ∈ C

(C ∪ {1}, ≤ ) C

⋀B ∈ C ∅ ≠ B ⊆ C

C ∪ {1} = ℭ𝖼𝗅

189

The idea is that a belief structure is classical whenever the deductive closure of every inconsistent belief model is trivial. 
Paraconsistent belief structures are structures in which, for closed models, being inconsistent is not tantamount to being 
trivial. Stated otherwise, inconsistency is not ‘explosive’.



Belief models

• Definition: A belief structure is a quadruple  where 


•  is a complete lattice, and  is called a belief model,


•  a closure operator over , and a non-empty  , called a coherence predicate, 
such that


1. it is reverse compatible with , that is: if  and , then , meaning in particular 
that ,


2.  is a closure system, meaning in particular that  is closed under non-empty infima 
(i.e.  for every )


If , the belief structure is called classical, and paraconsistent otherwise.


A classical belief structure for which  is dually atomic is said to be strong.

(A, ≤ , 𝖼𝗅, C)
(A, ≤ ) a ∈ A
𝖼𝗅 : A → A (A, ≤ ) C ⊆ ℭ𝖼𝗅

𝖼𝗅 a ≤ b 𝖼𝗅(b) ∈ C 𝖼𝗅(a) ∈ C
𝖼𝗅(0) ∈ C

(C ∪ {1}, ≤ ) C

⋀B ∈ C ∅ ≠ B ⊆ C

C ∪ {1} = ℭ𝖼𝗅

(C ∪ {1}, ≤ )
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To sum up again
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TDG TADG

defining coherence 
condition

APL ASQ ASL

closure operator posi Cl on coherence posi Cl on coherence cl-posi

belief structure yes yes yes yes yes

classical no yes no yes yes (and thus cl-posi is Cl on 
coherence)

strong no no no yes yes

Because of this, we will actually be able to provide prove a strong, 
“natural” completeness theorem  in term of probabilistic semantics



Desirability as a (abstract) logic

192



Complete probabilistic semantics for desirability as logic: first attempts

193

Wilson & Moral introduced a (semi-formal) logical calculus for almost desirability and show finite completeness 
with respect to probabilistic semantics.


Later Gillet, Scherl & Shafer adapted the calculus to desirability, incorporated the conditioning operation and 
proved finite completeness.



A bit more structure, please

• We are usually interested in the “meaning” of connectives, and in characterising the associated formal 
deductive inferences (reasoning).


• So you usually need first to fix a set of connectives L  and a language (an algebra)  over (of signature) L….


• … and then define a consequence relation over the set of formulas.

194

In the abstract algebraic perspective, a sentential logic is a consequence system  given by the absolutely free -algebra 
 generated by a set of propositional variables  (i.e the smallest -algebra containing  and such that for every other 

-algebra A, a map  can uniquely be extended to a homomorphism ) and where  satisfies structurality: if  
 then , for every substitution (endomorphism )  .

(𝖥𝗆, ⊢ ) 𝖫
𝖥𝗆 𝖵 𝖫 𝖵 𝖫

h : 𝖵 → A h′￼: 𝖥𝗆 → 𝖠 ⊢
Γ ⊢ φ h(Γ) ⊢ h(φ) h : 𝖥𝗆 → 𝖥𝗆

To get this just fix a set of rules schemas

In this talk we are only interested, if not explicitly stated, to 
sentential / propositional logic systems.



A bit more structure, please

• We are usually interested in the “meaning” of connectives, and in characterising the associated formal 
deductive inferences (reasoning).


• So you usually need first to fix a set of connectives L  and a language (an algebra)  over (of signature) L….


• … and then define a consequence relation over the set of formulas.


‣ Syntactic characterisation: provide a list of rules , e.g. Hilbert sytle or Gentzen style, via structural 
ones, corresponding to the abstract properties of a consequence relation, and specific rules for 
connectives


‣ Semantic characterisation: make reference to “something else”, external.

ℜ
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Typically one is interested in having a relation semantics  (e.g. Kripke/possible world semantics), as it provides an intuitive 
interpretation of the logic and a means to obtain information about it, and particularly obtaining a completeness results stating 
that .

𝔖

⊢ℜ = ⊢𝔖
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Typically one is interested in having a relation semantics  (e.g. Kripke/possible world semantics), as it provides an intuitive 
interpretation of the logic and a means to obtain information about it, and particularly obtaining a completeness results stating 
that .

𝔖

⊢ℜ = ⊢𝔖

A poset  equipped with a valuation function  for each  
such that if  then .

(W, ≤ ) 𝔰w w ∈ W
w ≤ w′￼ 𝔰w ⊆ 𝔰w′￼

p

p

p,q

p,q,r

p,q
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Many logics are closely related to a classes of algebraic structures, e.g. Boolean algebras (with operators), or Heyting algebras. 
Now associating algebraic models to propositional logics is often achieved by an easy transcription of the syntactic specifications 
of such logics, e.g. through the associated Lindenbaum–Tarski algebras or through a transcription of a Gentzen-style calculus. As 
a consequence, semantic modelling by such algebras is often not far removed from the syntactic treatment of the logics.
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Many logics are closely related to a classes of algebraic structures, e.g. Boolean algebras (with operators), or Heyting algebras. 
Now associating algebraic models to propositional logics is often achieved by an easy transcription of the syntactic specifications 
of such logics, e.g. through the associated Lindenbaum–Tarski algebras or through a transcription of a Gentzen-style calculus. As 
a consequence, semantic modelling by such algebras is often not far removed from the syntactic treatment of the logics.


Consider classical logic .


Fix any theory (closed set of formulas) , and define the congruence  such thar  
iff (  and ). 


Then the quotient algebra  is a boolean algebra (check), and given the valuation 

 


This is a (canonical) interpretation of  such that if   then . 


It is then immediate to check that 

(ℒ, ⊢𝖢𝖫 )
Γ θΓ φθΓψ

Γ, φ ⊢𝖢𝖫 ψ Γ, ψ ⊢𝖢𝖫 φ
𝖥𝗆/θΓ

𝔰Γ : φ ↦ {𝖺  if φ/θΓ ∈ Γ/θΓ

𝗋  else

(ℒ, ⊢𝖢𝖫 ) Γ /⊢𝖢𝖫 φ Γ /⊢𝔰Γ
φ

⊢𝖢𝖫 = ⊢𝔖:= ⋂
Γ⊆𝖥𝗆

⊢𝔰Γ
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Typically one is interested in having a relation semantics  (e.g. Kripke/possible world semantics), as it provides an intuitive 
interpretation of the logic and a means to obtain information about it, and particularly obtaining a completeness results stating 
that .

𝔖

⊢ℜ = ⊢𝔖

Many logics are closely related to a classes of algebraic structures, e.g. Boolean algebras (with operators), or Heyting algebras. 
Now associating algebraic models to propositional logics is often achieved by an easy transcription of the syntactic specifications 
of such logics, e.g. through the associated Lindenbaum–Tarski algebras or through a transcription of a Gentzen-style calculus. As 
a consequence, semantic modelling by such algebras is often not far removed from the syntactic treatment of the logics.


What is the relation between this two views?



A bit more structure, please
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Gentzen-system ℜ (ℒ, ⊢ )
defines
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Gentzen-system ℜ (ℒ, ⊢ )
defines

algebraic models
defines

“generates”

relational models
co

m
pl

et
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mdefines

Clearly you are interested in a 
completeness theorem here too
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??
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Gentzen-system ℜ (ℒ, ⊢ )
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relational models
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mdefines

Clearly you are interested in a 
completeness theorem here too

set-theoretical 
structures

We are interested in representation theorems for a class of algebras which 
involves representing elements of those algebras as subsets of some universal set 
(plus some structure). E.g.:


• Stone’s theorem for distributive lattices states that each such lattice is isomorphic 
to a ring of sets, that is a collection of sets closed under binary intersection and 
union (actually a subalgebra of the powerset algebra of its prime filters)


• Stone’s theorem for Boolean algebras states that each such algebra is 
isomorphic to an algebra of sets (actually a subalgebra of the powerset algebra 
of its ultrafilters).
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Gentzen-system ℜ (ℒ, ⊢ )
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Clearly you are interested in a 
completeness theorem here too

set-theoretical 
structures

can be 
turned into



A bit more structure, please

• So, for simplicity, from now on a (abstract) logic is some 
consequence system  where A is an algebra.


• How to assess if  has, say, a conjunction? Do I need 
to have a binary operator? And what about constant (or 0-
ary operators) such as the falsum?  How it relates with 
coherence (consistency)? And negation?


• More abstract perspective, we will ask for some structural 
conditions in order to state that some form over A acts as/
represents a certain (well known) connective

(A, ⊢ )
(A, ⊢ )
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The falsum
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The falsum

• We can imagine to dispose in our language of some specific “thing” (constant, or 0-ary connective in the 
underlying algebra), let us denote it by ,  that enables us to speak about coherence (or consistentcy): the 
falsum.


• Assume we pick  in the underlying language of a consequence system , we can thus readily 
characterise a consistency predicate  as follows: 


-  iff ,  with , 

⊥

⊥ (A, ⊢ )
𝖢⊥

𝖢𝗇⊢(B) ∈ 𝖢⊥ B ⊬ ⊥ B ⊆ A
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Clearly  is closed under arbitrary non-empty intersections and, by exploiting monotonicity of  , it is 
reverse compatible with . Hence


• Fact: Given a consequence system  and a designated element , the 4-uple  
 is a belief structure.

𝖢⊥ 𝖢𝗇⊢

𝖢𝗇⊢

(A, ⊢ ) ⊥ ∈ A
(℘(A), ⊆ , 𝖢𝗇⊢, 𝖢⊥)
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Thus, we say that, given a consequence system , a belief structure   is definable if 
there is a designated element  such that . 

(A, ⊢ ) (℘(A), ⊆ , 𝖢𝗇⊢, 𝖢)
⊥ ∈ A 𝖢 = 𝖢⊥



The falsum

• Definition: Let  be a consequence system. We say that  is a falsum for   if the following 
principle holds, for every  , and every 


‣ If , then               (ex-falso sequitur quod libet / -elimination)

(A, ⊢ ) ⊥ ∈ A (A, ⊢ )
b ∈ A Γ ⊆ A

Γ ⊢ ⊥ Γ ⊢ b ⊥
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From the definitions, we get that:


• Fact: Given a consequence system , a definable belief structure  is classical if 
and only if  is a falsum.

(A, ⊢ ) (℘(A), ⊆ , 𝖢𝗇⊢, 𝖢⊥)
⊥ ∈ A
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• Fact: Given a consequence system , a definable belief structure  is classical if 
and only if  is a falsum.

(A, ⊢ ) (℘(A), ⊆ , 𝖢𝗇⊢, 𝖢⊥)
⊥ ∈ A



Calculi for desirabilit(ies)
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A logical calculus for desirability over : sequentsℝn

• A sequent is a pair , also written , where  is a set of gambles over , and  is a 
gamble in .


• We read a sequent  as “whenever Alice accepts Γ, she also accepts g”

(Γ, g) Γ ⊳ g Γ ℝn g
ℝn

Γ ⊳ g

215



A logical calculus for desirability over : structural rulesℝn

• We set a family of rules to be sure that the induced relation is a consequence relation

216



A logical calculus for desirability over : structural rulesℝn

• We then set a family of rules corresponding to the positive hull ones

217



A logical calculus for desirability over : structural rulesℝn

• And finally, we (may) add a rule stating that  is a falsum⊥ := 0

218



A logical calculus for desirability over : structural rulesℝn

• All previous Gentzen-sytle rules constitute the calculus  for TDG; and denote by  the 
system  without the rule for the elimination of the falsum.


• A sequent  is provable in a calculus , and write , if there is a tree of finite depth 
such that:


- its root is labelled by Γ▹ g, 


- its leaves are labelled with axioms of  (a rule without premisses, e.g. APG), and 


- each intermediate nodes is labelled according to the rules of 

𝔇 𝔇−

𝔇
Γ ⊳ g 𝔛 Γ ⊢𝔛 g

𝔛
𝔛

219



Example of deduction in 𝔇
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On simple completeness results and belief structures for TDG

• It is obvious that the following hold


For every ,   iff for every ,  implies 


• As we know, this is not true for 


• When considering  and the corresponding TDG, the underlying belief structure is definable and 
paraconsistent, whereas for  it is also definable but classical.

Γ ∪ {φ} ⊆ ℒ Γ ⊢𝔇 φ Δ ∈ M(ℒ) Γ ⊆ Δ φ ∈ Δ

𝔇−

𝔇−

𝔇
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What about a completeness theorem but wrt a probabilistic semantics?



What about almost desirability?

• To get a calculus  for the theory of almost desirability such that


For every ,   iff for every ,  implies 


• It is enough to add the following infinitary rule for closure and re-formulate the falsum for -1

𝔄

Γ ∪ {φ} ⊆ ℒ Γ ⊢𝔄 φ Δ ∈ Ma(ℒ) Γ ⊆ Δ φ ∈ Δ

223

{ Γ▹ (g + 𝛿n) : n>0 }          (𝛿>0)


                 Γ▹ g


What about other forms of desirability?



A generalised theory of desirability

224



Main source…………………………………………………….and another approach
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A generalised theory of desirability

• Consider the underlying language  is given by a ordered vector space, with null element 0 and 
(order) unit 1


• The space of gambles that should be “objectively” accepted is thus .

ℒ

ℒ> := {g ∈ ℒ ∣ g > 0}
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A generalised theory of desirability

• Consider the underlying language  is given by a ordered vector space, with null element 0 and 
(order) unit 1
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ℒ> := {g ∈ ℒ ∣ g > 0}
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What we are going to saying in this part holds also in the 
case discussed by Gert De Cooman on Thursday 

For the case of almost desirability, we consider 
 also assume that we can equip the 

space with the order topology.
ℒ≥ := {g ∈ ℒ ∣ g ≥ 0}



A generalised theory of desirability

• Consider the underlying language  is given by a ordered vector space, with null element 0 and 
(order) unit 1


• The space of gambles that should be “objectively” accepted is thus .


• Now, assume that, for some reason, assessing in general that some thing is objectively 
acceptable is difficult, but we dispose of a series of criteria for which assessing if some thing is 
acceptable in the sense of belonging to  is doable.


- We also assume that it is always the case that 


- And also assume that   is a convex cone (hence ) and thus that the convex 
 is pointed at 0.

ℒ

ℒ> := {g ∈ ℒ ∣ g > 0}

ℒ⋆ ⊆ ℒ>

1 ∈ ℒ⋆

ℒ⋆ 𝗉𝗈𝗌𝗂(ℒ⋆) = ℒ⋆

ℒ⋆ ∪ {0}

228

For the case of almost desirability, we also assume that 
 is a convex cone and thus that .ℒ⋆ ⊆ ℒ≥ 𝖢𝗅(𝗉𝗈𝗌𝗂(ℒ⋆)) = ℒ⋆



A generalised theory of desirability

• Definition: Consider a convex cone  as described before, and its induced partial order  iff 
. We say that a closure operator  over  is compatible with  if and only if


- respect assessable tautologies: 


- satisfies -dominance : if , and , then 


ℒ⋆ ⊆ ℒ> f ≤⋆ g
(g − f ) ∈ ℒ⋆ 𝖼𝗅 (℘(ℒ), ⊆ ) ℒ⋆

𝖼𝗅(∅) = ℒ⋆

≤⋆ f ∈ 𝖼𝗅(A) f ≤⋆ g g ∈ 𝖼𝗅(A)
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A generalised theory of desirability

• Definition: Consider a convex cone  as described before, and its induced partial order  iff 
. We say that a closure operator  over  is compatible with  if and only if


- respect assessable tautologies: 


- satisfies -dominance : if , and , then , for every 


Thus, we say that a belief structure   in which is  satisfies the two conditions above is a 
generalised theory of quasi-desirability if, in addition,  is definable by 0.


We finally say that a generalised theory of quasi-desirability is a generalised theory of desirability if it is a 
strong belief structure in which the operator  satisfies PS and ADD (i.e. , for every 

)


ℒ⋆ ⊆ ℒ> f ≤⋆ g
(g − f ) ∈ ℒ⋆ 𝖼𝗅 (℘(ℒ), ⊆ ) ℒ⋆

𝖼𝗅(∅) = ℒ⋆

≤⋆ f ∈ 𝖼𝗅(A) f ≤⋆ g g ∈ 𝖼𝗅(A) A ⊆ ℒ
(℘(ℒ), ⊆ , 𝖼𝗅, C) 𝖼𝗅

C

𝖼𝗅 𝗉𝗈𝗌𝗂(𝖼𝗅(A)) = 𝖼𝗅(A)
A ⊆ ℒ
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For the case of almost desirability, we first ask that  is 
definable by -1, and then that  also satisfies the closure rule.

C
𝖼𝗅
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strong belief structure in which the operator  satisfies PS and ADD (i.e. , for every 
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Here one would like to be able to use a representation theorem for the maximal 
consistent theories so to link the structure to some other known context.

To better appreciate this remark, let’s have a look at the probabilistic 
semantics for the standard theories of desirability, and the corresponding 
completeness theorems.



Probabilistic completeness(es)
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Semantics for desirability

• Here the crux of the matter is to obtain the completeness result we are looking for by generating 
a probabilistic semantics via a representation theorem of hemispaces through duality (polarity) 
for the concerned vector space.

233

Such a move would also hold for the calculus of the TADG applied to 
quantum theory, more later.



Probabilistic semantics

• A state is a linear functional  over the space of gambles  preserving the unit, i.e. 


• It corresponds to expectation with respect to a charge 





• Whenever  is positive,  is a probability charge (in our cases a probability mass function and we 
identify it with a positive n-dimensional vectors of norm one)


- We will from now on identify states with the corresponding charges and thus sometimes call 
also a state the latter

L ℒ(Ω) L(1) = 1
μ

L(g) = Eμ(g) := (μ ⋅ g)
L μ
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Probabilistic semantics

• We say that a state  is a model of a gamble   if  and write ; 


• It is a model of a set of gambles  if it is a model of each of its members, and write 
.

μ g ∈ ℒ(Ω) Eμ(g) ≥ 0 μ ⊧ g
Γ ⊆ ℒ(Ω)

μ ⊧ Γ
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The beauty of being polar
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g1

g2

      K⦁ = 

K

{f 2 L | (f · g) � 0, 8g 2 K}Polarity for TADG
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g1

g2

      K⦁ = 

K

{f 2 L | (f · g) � 0, 8g 2 K}Polarity for TADG

So notice that  implies K ⊆ K′￼ K∙ ⊇ (K′￼)∙
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g1

g2

Polarity for TADG

K⦁

K=(K⦁)⦁
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g1

g2

Polarity for TADG

K⦁(0,1)

(1,0)
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g1

g2

Polarity for TADG

K⦁(0,1)

(1,0)
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g1

g2

Polarity for TADG

K 

K⦁ ≈ { μ ⊩ K }

We can identify the polar cone with the closed convex set of its section  intersecting the 
collection of vectors corresponding to pmf, that is a credal set 



Polarity for TADG

• Let  be the collection of pmf  in , and   be the collection of all credal sets over .

• Consider the function   which maps a coherent set  of almost desirable gambles 

 into credal sets, that is




ℙ(ℒ) ℒ R(ℒ) ⊆ ℘(ℙ(ℒ)) ℒ
𝒞 : Ca(ℒ) → R(ℒ)

𝒦 ∈ Ca(ℒ)
𝒞(𝒦) := 𝒦∙ ∩ ℙ(ℒ)
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Polarity for TADG

• Let  be the collection of pmf  in , and   be the collection of all credal sets over .

• Consider the function   which maps a coherent set  of almost desirable gambles 

 into credal sets, that is




• Fact: The map  is a bijection, whose inverse is simply   , with C a credal set 


ℙ(ℒ) ℒ R(ℒ) ⊆ ℘(ℙ(ℒ)) ℒ
𝒞 : Ca(ℒ) → R(ℒ)

𝒦 ∈ Ca(ℒ)
𝒞(𝒦) := 𝒦∙ ∩ ℙ(ℒ)

𝒞 : Ca(ℒ) → R(ℒ) 𝒞−1(C) = C∙
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Whenever , we have that  is a singleton, meaning that the 
following holds for every 


 iff 

𝒦 ∈ Ma(ℒ) 𝒞(𝒦)
𝒦 ⊆ ℒ

𝒦 ∈ Ma(ℒ) ∃!μ : K = {g ∈ ℒ ∣ Eμ(g) ≥ 0}



Polarity for TADG

• When considering structures given by sets of gambles and a projection operation of conditioning, and 
similar with sets of pmf, it actually turns out that  is a isomorphism:
𝒞 : Ca(ℒ) → R(ℒ)
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Completeness for TADG

• Theorem: For every sequent ,   iff for every ,  implies 


• Proof: Consider a sequent . Then we have that 

 


iff

  


iff




iff 

for every ,  implies 

Γ ⊳ g Γ ⊢𝔄 φ μ ∈ ℙ(ℒ) μ ⊧ Γ μ ⊧ φ

Γ ⊳ g
Γ ⊢𝔄 φ

𝖢𝗇a(φ) ⊆ 𝖢𝗇a(Γ)

Ca(𝖢𝗇(φ)) ⊇ Ca(𝖢𝗇(Γ))

μ ∈ ℙ(ℒ) μ ⊧ Γ μ ⊧ φ
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Polarity for TDG

• Remark: obviously polarity for TADG does not work. 
But even “relaxing” some conditions by taking e.g. 
as truth condition  does not lead use to a 
complete probabilistic semantics.

Eμ(g) > 0
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g2



Lexicographic duality
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g1

g2

Γ



Lexicographic duality
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g1

g2

f

Γ



Lexicographic duality
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g1

g2

f
{g : (f・g) > 0}

Γ



Lexicographic duality
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g1

g2

f
{g : (f・g) > 0}

Γ



Lexicographic duality
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g1

g2

f
{g : (f・g) > 0}

h

{g : (h・g) > 0}

Γ



Lexicographic duality
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g1

g2

f
{g : (f・g) > 0}

h

{g : (h・g) > 0}

= { g :  either (f・g) > 0, or                       
if  (f・g) = 0 then (h・g) > 0}


Γ



Lexicographic duality
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g1

g2

f
{g : (f・g) > 0}

h

{g : (h・g) > 0}

= {g : [f,h]T (g) >L (0,0)}Γ



Lexicographic duality
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g1

g2

Γ

f



Lexicographic duality
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g1

g2

p

Γ
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g1

g2

p

Γ
{g : (p・g) > 0}
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g1

g2

p

Γ

q
q ∈ (p;(1,0))

Lexicographic duality
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g1

g2

p

Γ

q

h

[p,h]T= GS([p,q]T)

 


I.e.[p,h]T is the orthogonal matrix obtained from the 
full-rank stochastic matrix [p,q]T by applying the 
Gram–Schmidt orthogonalisation procedure according 
to the row order. 


q ∈ (p;(1,0))

Lexicographic duality



Lexicographic duality
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g1

g2

p

Γ

q

{g : (q・g) > 0}
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g1

g2

p
q

{g : (p・g) > 0}

{g : (q・g) > 0}

Γ = {g : [p,q]T (g) >L (0,0)}

stochastic matrix of 
full rank



Probabilistic semantics (II)

Theorem:  The structure of coherent sets of desirable gambles over Ω and the structure of 
“(lexicographic)-convex” sets of n-square stochastic matrices of full rank are isomorphic via 
lexicographic duality (polarity): 


• , for 

• 


M▾ := {g ∈ ℒ ∣ P(g) >L 0,∀P ∈ M} M ⊆ 𝕊(ℒ)
K▵ := {P ∈ 𝕊(ℒ) ∣ P(g) >L 0,∀g ∈ K}
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Probabilistic semantics (II)

Theorem:  The structure of coherent sets of desirable gambles over Ω and the structure of 
“(lexicographic)-convex” sets of n-square stochastic matrices of full rank are isomorphic via 
lexicographic duality (polarity): 


• , for 

• 


M▾ := {g ∈ ℒ ∣ P(g) >L 0,∀P ∈ M} M ⊆ 𝕊(ℒ)
K▵ := {P ∈ 𝕊(ℒ) ∣ P(g) >L 0,∀g ∈ K}

263



Probabilistic semantics (II)

A lexicographic probability over Ω is a sequence  of probabilities over Ω.

Hence it can be seen as a stochastic matrix .


A n-square stochastic matrix P of full rank is a model of a a gamble g if  

P(g) = [Ep1(g), …, Epk(g)]T >L 0, 


and write P⊩g. 

It is a model of a set Γ if it is a model of each of its members, and write P⊩ Γ.


We denote by 𝕊 the collection of stochastic matrices of full rank (the fixed dimension and the space 

are implicit)

(p1, …, pn)
P := [p1, …, pn]T
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Probabilistic semantics (II)

A lexicographic probability over Ω is a sequence  of probabilities over Ω.

Hence it can be seen as a stochastic matrix .


A n-square stochastic matrix P of full rank is a model of a a gamble g if  

, 


and write . 

It is a model of a set Γ if it is a model of each of its members, and write P⊩ Γ.


We denote by 𝕊 the collection of stochastic matrices of full rank (the fixed dimension and the space 

are implicit)

(p1, …, pn)
P := [p1, …, pn]T

P(g) := [Ep1
(g), …, Epn

(g)]T >L 0
P ⊧ g
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Completeness for TDG via lexicographic duality

• Theorem: For every sequent ,   iff for every ,  implies 


• Proof: Consider a sequent . Then we have that 

 


iff

  


iff




iff 

for every ,  implies 

Γ ⊳ g Γ ⊢𝔇 φ P ∈ 𝕊(ℒ) P ⊧ Γ P ⊧ φ

Γ ⊳ g
Γ ⊢𝔇 φ

𝖢𝗇(φ) ⊆ 𝖢𝗇(Γ)

(𝖢𝗇(φ))▵ ⊇ (𝖢𝗇(Γ))▵

P ∈ 𝕊(ℒ) P ⊧ Γ P ⊧ φ
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Part II: Extending the logic of desirability
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Varieties of negation
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Subminimal negation

• Let  be some consequence system, and consider a unary function 


• A minimal structural property for negation as unary operator, is that  if two “things”  are inter-derivable 
(modulo a given set of assessments), hence their “negation” too is inter-derivable, that is 


- for every , and every 


‣ If  and , then     ( -functionality)


- a unary function  that satisfies functionality is called a subminimal negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, b ⊢ a Γ, ¬a ⊢ ¬b ¬

¬ : A × A → A
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Subminimal negation

• Let  be some consequence system, and consider a unary function 


• A minimal structural property for negation as unary operator, is that  if two “things”  are inter-derivable 
(modulo a given set of assessments), hence their “negation” too is inter-derivable, that is 


- for every , and every 


‣ If  and , then     ( -functionality)


- a unary function  that satisfies functionality is called a subminimal negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, b ⊢ a Γ, ¬a ⊢ ¬b ¬

¬ : A × A → A
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First made explicit in the works by Kosta Dosen (1999) and especially, in a systematic 
way, by Almudena Colacito, Dick De Jongh, & Ana Lucia Vargas (2016).


From now on, when not derivable, we always assume this property



Minimal and intuitionistic negation

• Let  be some consequence system, and consider a subminimal negation 


• We may then have rules for introducing and eliminating a “negation” 


- for every , and every 


‣ If  and , then     ( -introduction)


‣ If  and , then               ( -elimination / ex-contradictio sequitur quod libet)


- a subminimal negation  that satisfies -introduction is called a minimal negation

- a minimal negation  that satisfies -elimination is called a intuitionistic negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, a ⊢ ¬b Γ ⊢ ¬a ¬
Γ ⊢ a Γ ⊢ ¬a Γ ⊢ b ¬

¬ : A × A → A ¬
¬ : A × A → A ¬
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Minimal and intuitionistic negation

• Let  be some consequence system, and consider a subminimal negation 


• We may then have rules for introducing and eliminating a “negation” 


- for every , and every 


‣ If  and , then     ( -introduction)


‣ If  and , then               ( -elimination / ex-contradictio sequitur quod libet)


- a subminimal negation  that satisfies -introduction is called a minimal negation

- a minimal negation  that satisfies -elimination is called a intuitionistic negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, a ⊢ ¬b Γ ⊢ ¬a ¬
Γ ⊢ a Γ ⊢ ¬a Γ ⊢ b ¬

¬ : A × A → A ¬
¬ : A × A → A ¬

272

Functionality  follows from the introduction rule. In fact assume  and 
. Now, by diluation  and by reflexivity , 

hence by introduction .

Γ, a ⊢ b
Γ, b ⊢ a Γ, a, ¬b ⊢ b Γ, a, ¬b ⊢ ¬b

Γ, ¬b ⊢ ¬a



Minimal and intuitionistic negation

• Let  be some consequence system, and consider a subminimal negation 


• We may then have rules for introducing and eliminating a “negation” 


- for every , and every 


‣ If  and , then     ( -introduction)


‣ If  and , then               ( -elimination / ex-contradictio sequitur quod libet)


- a subminimal negation  that satisfies -introduction is called a minimal negation

- a minimal negation  that satisfies -elimination is called a intuitionistic negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, a ⊢ ¬b Γ ⊢ ¬a ¬
Γ ⊢ a Γ ⊢ ¬a Γ ⊢ b ¬

¬ : A × A → A ¬
¬ : A × A → A ¬
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Proposition: A minimal negation is an antitonic operation, meaning that it satisfies the following contraposition law: for every 
, and every , if , then .


Proof: Assume . By dilution . By reflexivity . Thus by -introduction we conclude .

a, b ∈ A Γ ⊆ A Γ, a ⊢ b Γ, ¬b ⊢ ¬a

Γ, a ⊢ b Γ, a, ¬b ⊢ b Γ, a, ¬b ⊢ ¬b ¬ Γ, ¬b ⊢ ¬a



Minimal and intuitionistic negation

• Let  be some consequence system, and consider a subminimal negation 


• We may then have rules for introducing and eliminating a “negation” 


- for every , and every 


‣ If  and , then     ( -introduction)


‣ If  and , then               ( -elimination / ex-contradictio sequitur quod libet)


- a subminimal negation  that satisfies -introduction is called a minimal negation

- a minimal negation  that satisfies -elimination is called a intuitionistic negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, a ⊢ ¬b Γ ⊢ ¬a ¬
Γ ⊢ a Γ ⊢ ¬a Γ ⊢ b ¬

¬ : A × A → A ¬
¬ : A × A → A ¬
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Proposition: A minimal negation is an antitonic operation, meaning that it satisfies the following contraposition law: for every 
, and every , if , then .


Proof: Assume . By dilution . By reflexivity . Thus by -introduction we conclude .

a, b ∈ A Γ ⊆ A Γ, a ⊢ b Γ, ¬b ⊢ ¬a

Γ, a ⊢ b Γ, a, ¬b ⊢ b Γ, a, ¬b ⊢ ¬b ¬ Γ, ¬b ⊢ ¬a

Contraposition does not imply -introduction, hence one could actually 
consider the system given by functionality + contraposition, without the rule 
of introduction.

¬



Minimal and intuitionistic negation

• Let  be some consequence system, and consider a subminimal negation 


• We may then have rules for introducing and eliminating a “negation” 


- for every , and every 


‣ If  and , then     ( -introduction)


‣ If  and , then               ( -elimination / ex-contradictio sequitur quod libet)


- a subminimal negation  that satisfies -introduction is called a minimal negation

- a minimal negation  that satisfies -elimination is called a intuitionistic negation

(A, ⊢ ) ¬ : A × A → A

a, b ∈ A Γ ⊆ A
Γ, a ⊢ b Γ, a ⊢ ¬b Γ ⊢ ¬a ¬
Γ ⊢ a Γ ⊢ ¬a Γ ⊢ b ¬

¬ : A × A → A ¬
¬ : A × A → A ¬
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Proposition: A minimal negation satisfies the law of introduction of the 
double negation: for every , and every , 


Proof: By reflexivity  and . Thus by -introduction 
we conclude . 

a ∈ A Γ ⊆ A Γ, a ⊢ ¬¬a
Γ, a, ¬a ⊢ a Γ, a, ¬a ⊢ ¬a ¬

Γ, a ⊢ ¬¬a



Negation and the falsum

• Definable belief structure naturally arises when the underlying language has an operator acting as a 
subminimal negation, and the following introduction rule holds, for every  , and every :


- If  and , then               ( -introduction)


• When in the presence of a minimal negation, one also typically ask for a weak rule of elimination, which is 
specular to -introduction:


- If  then                             (minimal -elimination)

b ∈ A Γ ⊆ A
Γ ⊢ b Γ ⊢ ¬b Γ ⊢ ⊥ ⊥

¬
Γ, b ⊢ ⊥ Γ ⊢ ¬b ⊥
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Negation and the falsum

• Definable belief structure naturally arises when the underlying language has an operator acting as a 
subminimal negation, and the following introduction rule holds, for every  , and every :


- If  and , then               ( -introduction)


• When in the presence of a minimal negation, one also typically ask for a weak rule of elimination, which is 
specular to -introduction:


- If  then                             (minimal -elimination)

b ∈ A Γ ⊆ A
Γ ⊢ b Γ ⊢ ¬b Γ ⊢ ⊥ ⊥

¬
Γ, b ⊢ ⊥ Γ ⊢ ¬b ⊥
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The idea of a minimal (or pre-)falsum is to have a specific symbol representing the fact of being able to 
derive a some thing and its negation (opposite).


• Fact: Given a consequence system  containing a minimal negation, and satisfying ( -introduction) 
and (minimal -elimination), one can check that, for every  , whenever , it holds that 


 iff , for some .

(A, ⊢ ) ⊥
⊥ Γ ⊆ A Γ ≠ { ⊥ }

⊥ ∈ 𝖢𝗇⊢(Γ) {b, ¬b} ⊆ 𝖢𝗇⊢(Γ) b ∈ A



Classical negation

• To get classical negation, we need some additional property. First we state the following principle:


- for every , and every 


‣ If  , then                                      (Curry’s law)


- a intuitionistic negation  that satisfies Curry’s law is called a classical negation.


• Theorem: A classical negation satisfies the following properties:


- If  and , then            (Reduction ad absurdum)


-                                                          (Double negation elimination)

a, b ∈ A Γ ⊆ A
Γ, ¬a ⊢ a Γ ⊢ a

¬ : A × A → A

Γ, ¬a ⊢ b Γ, ¬a ⊢ ¬b Γ ⊢ a
Γ, ¬¬a ⊢ a
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Classical negation

• To get classical negation, we need some additional property. First we state the following principle:


- for every , and every 


‣ If  , then                                      (Curry’s law)


- a intuitionistic negation  that satisfies Curry’s law is called a classical negation.


• Theorem: A classical negation satisfies the following properties:


- If  and , then            (Reduction ad absurdum)


-                                                          (Double negation elimination)

a, b ∈ A Γ ⊆ A
Γ, ¬a ⊢ a Γ ⊢ a

¬ : A × A → A

Γ, ¬a ⊢ b Γ, ¬a ⊢ ¬b Γ ⊢ a
Γ, ¬¬a ⊢ a

279

Proposition: Every classical negation satisfies RAA and the law of double negation.


Proof: For the first claim, by applying -elimination to  ,  and  , we get  . We conclude by Curry’s 
law. Finally, by applying RAA to facts  and  , we get the double negation elimination law.

¬ Γ, ¬a ⊢ b Γ, ¬a ⊢ ¬b Γ, ¬a ⊢ a
¬¬a, ¬a ⊢ ¬a ¬¬a, ¬a ⊢ ¬¬a



Classical negation

• To get classical negation, we need some additional property. First we state the following principle:


- for every , and every 


‣ If  , then                                      (Curry’s law)


- a intuitionistic negation  that satisfies Curry’s law is called a classical negation.


• Theorem: A classical negation satisfies the following properties:


- If  and , then            (Reduction ad absurdum)


-                                                          (Double negation elimination)

a, b ∈ A Γ ⊆ A
Γ, ¬a ⊢ a Γ ⊢ a

¬ : A × A → A

Γ, ¬a ⊢ b Γ, ¬a ⊢ ¬b Γ ⊢ a
Γ, ¬¬a ⊢ a
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Proposition: Every subminimal negation that satisfies RAA is classical.


Proof: -introduction is immediate by dilution, and Curry’s law by using reflexivity.   For -elimination we reason as follows. From 
the previous proposition, RAA implies double negation elimination. Thus, from the latter and cut, assuming   and 

, we get  and , and by RAA, we conclude that .

¬ ¬
Γ, a ⊢ b

Γ, a ⊢ ¬b Γ, ¬¬a ⊢ b Γ, ¬¬a ⊢ ¬b Γ ⊢ ¬a



Three main pure calculi of negation (w/ falsum)
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Minimal negation


Introduction (and weak elimination)

Intuitionistic negation


Introduction and elimination

Classical negation


Introduction, elimination and Curry’s law



The logic of accept and reject

282



Rejecting gambles

283

set of gambles accepted by Alice



Rejecting gambles

284

set of gambles that Alice does not accept



Rejecting gambles
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set of gambles that Alice does not accept

Is not accepting the same act as 
rejecting?

If not, what does it means for Alice to 
reject a gamble?



Rejecting gambles

In (Quaeghebeur, De Cooman & Hermans 2015), 
a general framework for modelling uncertainty, 
going beyond TDG, is presented based around 
the idea that gambles are categorised into 
accepted and rejected ones.


E.g. avoiding sure loss: Alice rejects all negative 
gambles
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Rejecting gambles

• New principles (e.g. no confusion, no limbo), idea of extension for sets of accepted and rejected 
gambles.


• However, rejecting (a gamble) is not really treated as a “logical operation”, as with accepting (a 
gamble) in TDG 
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Rejecting gambles

• New principles (e.g. no confusion, no limbo), idea of extension for sets of accepted and rejected 
gambles.


• However, rejecting (a gamble) is not really treated as a “logical operation”, as with accepting (a 
gamble) in TDG 

288

If I accept X and Y, then I “rationally” have to accept X+Y.

But what if I accept X and reject Y?


Hence, what does it mean to reject a gamble, from a logical 
point of view?



Rejecting gambles

• New principles (e.g. no confusion, no limbo), idea of extension for sets of accepted and rejected 
gambles.


• However, rejecting (a gamble) is not really treated as a “logical operation”, as with accepting (a 
gamble) in TDG 
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If I accept X and Y, then I “rationally” have to accept X+Y.

But what if I accept X and reject Y?


Hence, what does it mean to reject a gamble, from a logical 
point of view?



The logic of accept & reject

We follow (Bendall 1979); Humberstone 2000), 
and define a signed formulas as an expression of 
the form  or , with  a gamble.


• the expression   reads “  is accepted”, 


• the expression   reads “  is rejected”.


[ + ]g [ − ]g g
[ + ]g g
[ − ]g g
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The logic of accept & reject

We follow (Bendall 1979); Humberstone 2000), 
and define a signed formulas as an expression of 
the form  or , with  a gamble.


• the expression   reads “  is accepted”, 


• the expression   reads “  is rejected”.


[ + ]g [ − ]g g
[ + ]g g
[ − ]g g
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Idea: define a calculus where “formulas” are unidimensional from which to derive 
the characterisation results from (Quaeghebeur, De Cooman & Hermans 2015)
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Γ▹ g

Γ▹ g

Γ▹ λg

Γ▹ g Γ▹ f

Γ▹ g+f

Γ▹⊥

Γ▹ g

                                                         g>0       (APG)


                                               λ>0         (PS)


                                                                   (ADD)


                                                                ( -elimination)
⊥



                                                         g>0       (APG)


                                               λ>0         (PS)


                                                                   (ADD)


                                                                ( -elimination)
⊥
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Γs▹ [+]g

Γs▹ [+]g

Γs▹ [+]λg

Γs▹[+]g Γs▹ [+]f

Γs▹ [+](g+f)

Γs▹[+]⊥

Γs▹ [+]g
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Γs▹ [∗]g

Φs▹ [∗]g

Γs▹ [∗]g

Γs▹[∗]g Γs,[∗]g ▹ [⟡]f

Γs▹ [⟡]f

                                                        [∗]g ∈ Γs          (R)


                                             Φs ⊆ Γs          (D)     


                                                              (cut)                                                                              


where ∗/⟡ = +,-
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The logic of accept & reject

The first is just functionality for negation but for rejection, and thus captures a minimal structural property for 
the corresponding unary operator
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Γs,[+]f ▹ [+]gΓs,[+]g ▹ [+]f

Γs,[-]g ▹ [-]f

“ given Γs, if  the acceptance of g implies the acceptance of f, and vice 
versa, then rejecting g forces me to reject f too”

(N)



The logic of accept & reject

The next rules are the standard introduction and elimination rules (cf. with the negation operation) 


(no limbo)                                                                      ( -I)


(no confusion)                                  Γs ▹ [+]g      Γs ▹ [-]g              -E) 


                                    Γs ▹ [+]⊥


[ − ]

[ − ]
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Γs,[+]g ▹ [+]⊥

Γs ▹ [-]g

“given , if  accepting  leads to 
an incoherence, i.e. I am forced to 
accept the falsum, then I reject ”

Γs g

g



The logic of accept & reject

From no limbo, we get the following “standard” contraposition rule for rejection


(contraposition)                                                                      (CON)


The reasoning is the same as for the case with standard negation. Use dilution, reflexivity and then 
apply no limbo.
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Γs,[+]g ▹ [+]f

Γs , [-]f ▹ [-]g



The logic of accept & reject

The next pair of rules explicitly connects rejection with multiplication by -1 (“classical implicit internal 
negation”), and mimic somehow  in this sense forms of contraposition rules.


(“from -1 to [-]”)                                                                     (W.Conn. 1 )                                                     


(“from [-] to -1”)                                                                      (W.Conn. 2)                                                           
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Γs,[+]g ▹ [+]-f

Γs, [+]f ▹ [-]g

Γs,[+]g ▹ [-]f

Γs, [+]f ▹ [+]-g



The logic of accept & reject

The next rule are the standard defining properties of classical negation expressed in terms of  
multiplication by -1 and rejection:


                                                              (RAA)                                                           


                                                                (DN)                                                                  
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Γs,[+]-g ▹ [+]⊥

Γs ▹ [+]g

Γs ▹ [-]-g

Γs ▹ [+]g

We could also have a variant of RAA 
without making explicit -1, but we should 
then have in the background some 
principle connecting -1 and rejection.

Similar, variants of Curry’s law, with 
explicit mention of -1 or not.
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W.Conn. 1 = [-] I 

RAA = DN

[-] E

N

𝕽

𝕹

𝕴

𝕮W. Conn. 2 =

Sound and complete probabilistic semantics?
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W.Conn. 1 = [-] I 

RAA = DN

[-] E

N

𝕽

𝕹

𝕴

𝕮W. Conn. 2 =

Sound and complete probabilistic semantics?

Th
e 

lo
gi

c 
of
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t &
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ct

With the accept & reject framework we are here, hence 
essentially we are dealing with an intuitionistic framework



Characterisation of closure classes

Given a set of signed assessment , we define , for .


• Theorem: Let  be a set of signed assessment, and assume 

- it is 𝕯-consistent (i.e. ) and 


- . 

Then it holds that


-  is 𝕴-consistent, 


- the set of its positive consequences is  =  and 

- the set of its rejected consequences is  = .

Γs Γ⋄
s := {g ∈ ℒ ∣ [ ⋄ ]g ∈ Γs} ⋄ = + , −

Γs
𝖢𝗇𝔇(Γ+

s ) ∈ C𝔇

𝖢𝗇𝔇(Γ+
s ) ∩ Γ−

s = ∅

Γs

(𝖢𝗇ℑ(Γs))+ 𝖢𝗇𝔇(Γ+
s )

(𝖢𝗇ℑ(Γs))− (𝖢𝗇ℜ(Γs))− ∪ (𝖢𝗇ℜ(Γs))− − 𝖢𝗇𝔇(Γ+
s ))
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Characterisation of closure classes

Given a set of signed assessment , we define , for .


• Theorem: Let  be a set of signed assessment, and assume 

- it is 𝕯-consistent (i.e. ) and 


- . 

Then it holds that


-  is 𝕴-consistent, 


- the set of its positive consequences is  =  and 

- the set of its rejected consequences is  = .

Γs Γ⋄
s := {g ∈ ℒ ∣ [ ⋄ ]g ∈ Γs} ⋄ = + , −

Γs
𝖢𝗇𝔇(Γ+

s ) ∈ C𝔇

𝖢𝗇𝔇(Γ+
s ) ∩ Γ−

s = ∅

Γs

(𝖢𝗇ℑ(Γs))+ 𝖢𝗇𝔇(Γ+
s )

(𝖢𝗇ℑ(Γs))− (𝖢𝗇ℜ(Γs))− ∪ (𝖢𝗇ℜ(Γs))− − 𝖢𝗇𝔇(Γ+
s ))
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This result can be seen as the logical analogous (with TDG in the background) of the following 
characterisation result in (Quaeghebeur, De Cooman & Hermans 2015):



Kripke semantics for accept & reject systems

We consider Kripke-like semantics, where each possible word corresponds to a set of lexicographic 
probabilities, represented as stochastic matrices (of full rank) - and thus, via lexicographic duality, as 
coherent cones of gambles.
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Kripke semantics for accept & reject systems

Given a poset , by  we denote the set of all upward closed subset of W with respect to 
≤: if ( w ∈ U and w ≤ v ) then v ∈  U


A Kripke frame is  a triple  where

–  is a partial order,

– 


A Kripke model is a pair  where

– F is a Kripke frame,

–  is a persistent valuation, i.e. such that  if V(w) ⊇ V(v), whenever w ≤ v

(W, ≤ ) 𝒰(W )

F := (W, ≤ , N )
(W, ≤ )
N : 𝒰(W ) → 𝒰(W )

𝔐 := (F, V )

V : W → ℘(𝕊(ℒ))
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With this function we will provide a 
semantics for rejection



Kripke semantics for accept & reject systems: persistency of valuations:
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Kripke semantics for accept & reject systems: persistency of valuations:
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Kripke semantics for accept & reject systems: persistency of valuations:
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Kripke semantics for accept & reject systems: persistency of valuations:
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Kripke semantics for accept & reject systems

Let 𝔐 = (ℱ, V) be a Kripke model and w ∈ W


– 𝔐,w ⊩ [+]g iff  P ⊩ g, ∀ P ∈ V(w) 


Notice that that ⟦[+]g⟧ :={w ∈ W : 𝔐,w ⊩ [+]g} ∈ 𝒰(W)  by persistency of V. Hence:


– 𝔐,w ⊩ [-]g iff  w ∈ N( ⟦[+]g⟧ )


Given a class 𝙓 of  Kripke model and Γs ▹ [∗]g, we write 


Γs ⊨𝙓 [∗]g 


⇕ 

∀𝔐 ∈ 𝙓, ∀w ∈ W (w ∈ ⟦ Γs⟧ ⇒ w ∈ ⟦[∗]g⟧)
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Kripke semantics for accept & reject systems

• Let  be a Kripke model, and consider .


• We set that


-  if and only if  if and only if 

𝔐 := (F, V ) w ∈ W

𝔐, w ⊧ [ + ]g P ⊧ g, ∀P ∈ V(w) P(g) >L 0,∀P ∈ V(w)
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g ∈ (V(w))▾



Kripke semantics for accept & reject systems: truth in a possible world
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?? ⊩ [+]g



Kripke semantics for accept & reject systems: truth in a possible world
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g

⊩ [+]g



Kripke semantics for accept & reject systems: truth in a possible world
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g

⊮ [+]g



Kripke semantics for accept & reject systems

• Let  be a Kripke model, and consider .


• We set that


-  if and only if  if and only if 

𝔐 := (F, V ) w ∈ W

𝔐, w ⊧ [ + ]g P ⊧ g, ∀P ∈ V(w) P(g) >L 0,∀P ∈ V(w)
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• Notice that that,  by persistency of V:




• Hence we set


-  iff 

∥[ + ]g∥ := {w ∈ W ∣ 𝔐, w ⊧ [ + ]g} ∈ 𝒰(W )

𝔐, w ⊧ [ − ]g w ∈ N(∥[ + ]g∥)



Kripke semantics for accept & reject systems: truth in a possible world
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??⊩ [-]g



Kripke semantics for accept & reject systems: truth in a possible world
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U = ⟦[+]g⟧ 

??⊩ [-]g



Kripke semantics for accept & reject systems: truth in a possible world
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N(U) = N(⟦[+]g⟧ )⊩ [-]g



Kripke semantics for accept & reject systems: truth in a possible world
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N(U) = N(⟦[+]g⟧ )⊮ [-]g



Kripke semantics for accept & reject systems: semantic consequence

• Definition: Given a class  of  Kripke model and a signed sequent   we write 


 


if and only if for every  and every ,  implies 

𝔛 Γs ⊳ [ ∘ ]g
Γs ⊢𝔛 ⊳ g

𝔐 ∈ 𝔛 w ∈ W w ∈ ∥Γs∥𝔐 w ∈ ∥[∘g]∥𝔐
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Conditions on function N

(P1)   N(U) ∩ V = N(U ∩ V) ∩ V

(P2)   if U ∩ V = ∅, then U ⊆ N(V) 

(P3)   N(U) is the greatest element in 𝒰(W) which is included in the complement of U 
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Notice that that 

• (P3) implies (P1) and (P2)

• (P1) and (P2) are logically independent



Conditions on function N and corresponding systems
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Class of models Calculus Rules

P1 𝕹 N

P1 + P2 𝕽 N + [-]I

P3 𝕴 (N +) [-]I + [-]E

singleton 𝕮 (N +) [-]I + [-]E + DN



Conditions on function N and corresponding systems
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Class of models Calculus Rules

P1 𝕹 N

P1 + P2 𝕽 N + [-]I

P3 𝕴 (N +) [-]I + [-]E

singleton 𝕮 (N +) [-]I + [-]E + DN

(“intuitionistic” rejection)  𝔐,w ⊩ [-]g iff  ∀v≥w : v ∉ ⟦[+]g⟧)




Intuitionistic rejection
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?? ⊩ [-]g
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?? ⊩ [-]g

Intuitionistic rejection
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?? ⊩ [-]g

Intuitionistic rejection
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?? ⊩ [-]g

Intuitionistic rejection
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?? ⊩ [-]g

Intuitionistic rejection
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?? ⊩ [-]g

Intuitionistic rejection
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⊩ [-]g

Intuitionistic rejection

Thus, a reading:


• for Alice to reject g it means that she is not 
going to accept g in any epistemically 
plausible situation (w.r.t. the actual one). 



Classical rejection
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Class of models Calculus Rules

P1 𝕹 N

P1 + P2 𝕽 N + [-]I

P3 𝕴 (N +) [-]I + [-]E

singleton 𝕮 (N +) [-]I + [-]E + DN

P ⊨ [+]g  iff  P ⊩ g  iff g ∈ P▼  

P ⊨ [-]g   iff  P ⊭ [+]g  iff P ⊮ g  iff  g ∉ P▼

Γs ⊨ [∗]g  iff  ∀P ∈ 𝕊:  (P ⊨ Γs  ⇒ P ⊨ [∗]g )


(classical semantics)  




Conclusions
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Conclusion

• The theory of desirable gambles (TDG) is a logic


• We can study the act of accepting and rejecting gambles from a logical 
point of view


- It is thus natural to go further…
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What next

• What about conditioning? Belief revision? 


- Is there any systematic approach of treating conditioning that can be added 
to the framework of generalised theory of desirability?


• What about adding other connectives?


- Can we capture within these extension the theory of choice functions?


- And what about the theory of things? Should we also change the type of 
consequence relation?

334

- extend the proposed logical approach to Gert & Erik 
framework for "reject & accept" by adding specific 
Gentzen-type rules for conjunction and disjunction; 


- study the properties of the system(s)


- verify if and how it is possible to link them with (the  
desirability view on) choice functions (or not?) 



Conjunction and disjunction
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Conjunction and disjunction

• Let  be some consequence system, we say that


- a binary function  is a conjunction if for every  and every 


‣  and                       ( -elimination)


‣                                               ( -introduction) 


- a binary function  is a disjunction if for every , and every 


‣ if   and , then    ( -elimination)


‣  and                        ( -introduction) 

(A, ⊢ )
∧ : A × A → A a, b ∈ A Γ ⊆ A

Γ, a ∧ b ⊢ a Γ, a ∧ b ⊢ b ∧
Γ, a, b ⊢ a ∧ b ∧

∨ : A × A → A a, b, c ∈ A Γ ⊆ A
Γ, a ⊢ c Γ, b ⊢ c Γ, a ∨ b ⊢ c ∨

Γ, a ⊢ a ∨ b Γ, b ⊢ a ∨ b ∨
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Conjunction and disjunction

• Let  be some consequence system, we say that


- a binary function  is a conjunction if for every  and every 


‣  and                       ( -elimination)


‣                                               ( -introduction) 


- a binary function  is a disjunction if for every , and every 


‣ if   and , then    ( -elimination)


‣  and                        ( -introduction) 

(A, ⊢ )
∧ : A × A → A a, b ∈ A Γ ⊆ A

Γ, a ∧ b ⊢ a Γ, a ∧ b ⊢ b ∧
Γ, a, b ⊢ a ∧ b ∧

∨ : A × A → A a, b, c ∈ A Γ ⊆ A
Γ, a ⊢ c Γ, b ⊢ c Γ, a ∨ b ⊢ c ∨

Γ, a ⊢ a ∨ b Γ, b ⊢ a ∨ b ∨
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These conditions can straightforwardly been turned into Gentzen-style rules



Conjunction and disjunction

• Let  be some consequence system, we say that


- a binary function  is a conjunction if for every  and every 


‣  and                       ( -elimination)


‣                                               ( -introduction) 


- a binary function  is a disjunction if for every , and every 


‣ if   and , then    ( -elimination)


‣  and                        ( -introduction) 

(A, ⊢ )
∧ : A × A → A a, b ∈ A Γ ⊆ A

Γ, a ∧ b ⊢ a Γ, a ∧ b ⊢ b ∧
Γ, a, b ⊢ a ∧ b ∧

∨ : A × A → A a, b, c ∈ A Γ ⊆ A
Γ, a ⊢ c Γ, b ⊢ c Γ, a ∨ b ⊢ c ∨

Γ, a ⊢ a ∨ b Γ, b ⊢ a ∨ b ∨
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What about when a consequence system has both conjunction and 
disjunction? What kind of properties should we expect? Remember that in 
case we are consider a unary implication, and in particular lattices, 
distributivity does not necessarily hold (see e.g “quantum logic”)



Conjunction and disjunction

The fact of dealing with a “set-thing”-relation has some “unintuitive” consequences, such as:


• Theorem: Let  be some consequence system that has conjunction and disjunction. Then it satisfies 
the distribution laws, that is for every , and every 


-                   


- 


• Proof: We just verify the first case.  We have that  and . This implies that      
 and thus . Similarly   . 

By cut and -elimination, we get that . For the other direction, it is immediate 
to first check that  by -introduction  and , and then, as before, 
conclude by -elimination.

(A, ⊢ )
a, b, c ∈ A Γ ⊆ A

Γ, a ∧ (b ∨ c) ⊣ ⊢ Γ, (a ∧ b) ∨ (a ∧ c)
Γ, a ∨ (b ∧ c) ⊣ ⊢ Γ, (a ∨ b) ∧ (a ∨ c)

a ∧ (b ∨ c) ⊢ a a ∧ (b ∨ c) ⊢ b ∨ c
a ∧ (b ∨ c), b ⊢ (a ∧ b) a ∧ (b ∨ c), b ⊢ (a ∧ b) ∨ (a ∧ c) a ∧ (b ∨ c), c ⊢ (a ∧ b) ∨ (a ∧ c)

∨ a ∧ (b ∨ c) ⊢ (a ∧ b) ∨ (a ∧ c)
∨ (a ∧ b) ⊢ a ∧ (b ∨ c) (a ∧ c) ⊢ a ∧ (b ∨ c)

∨
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Conjunction and disjunction

The fact of dealing with a “set-thing”-relation has some “unintuitive” consequences, such as:


• Theorem: Let  be some consequence system that has conjunction and disjunction. Then it satisfies 
the distribution laws, that is for every , and every 


-                   


- 


• Proof: We just verify the first case.  We have that  and . This implies that      
 and thus . Similarly   . 

By cut and -elimination, we get that . For the other direction, it is immediate 
to first check that  by -introduction  and , and then, as before, 
conclude by -elimination.

(A, ⊢ )
a, b, c ∈ A Γ ⊆ A

Γ, a ∧ (b ∨ c) ⊣ ⊢ Γ, (a ∧ b) ∨ (a ∧ c)
Γ, a ∨ (b ∧ c) ⊣ ⊢ Γ, (a ∨ b) ∧ (a ∨ c)

a ∧ (b ∨ c) ⊢ a a ∧ (b ∨ c) ⊢ b ∨ c
a ∧ (b ∨ c), b ⊢ (a ∧ b) a ∧ (b ∨ c), b ⊢ (a ∧ b) ∨ (a ∧ c) a ∧ (b ∨ c), c ⊢ (a ∧ b) ∨ (a ∧ c)

∨ a ∧ (b ∨ c) ⊢ (a ∧ b) ∨ (a ∧ c)
∨ (a ∧ b) ⊢ a ∧ (b ∨ c) (a ∧ c) ⊢ a ∧ (b ∨ c)

∨
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For more on this “paradoxical” issue, see:  



Three main logics

341

Minimal logic


conjunction, disjunction and minimal negation

Intuitionistic logic


conjunction, disjunction and intuitionistic negation

Classical logic


conjunction, disjunction and classical negation



Some additional basics of lattice theory
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Filters …

• Definition: Let  be a lattice. A subset  is a filter, if, for every , the following hold


(F1)  and  implies 


(F2)  or  implies  


The second condition is sometimes expressed in the following equivalent form


(F2’)  and  implies  


A filter  is said to be 


- proper whenever ,


- prime, whenever it is proper and:  implies either  or , for every ,


- maximal (or a ultrafilter) if it is proper and if  is a filter, then .

(A, ∧ , ∨ ) F ⊆ A a, b ∈ A
a ∈ F b ∈ F a ∧ b ∈ F
a ∈ F b ∈ F a ∨ b ∈ F

a ∈ F a ≤ b b ∈ F
F ⊆ A

F ≠ A
a ∨ b ∈ F a ∈ F b ∈ F a, b ∈ A

F′￼⊋ F F′￼= A
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Filters …

• Fact: Let  be a lattice. Consider a non empty collection  of filters. Then  is 

also a filter. In particular, this means that, given a set , there is the smallest filter 
 extending . Moreover, it holds that





Whenever a filter , we say that B generates F.


• Definition: Let  be a lattice. Whenever a filter , we say that B generates F. When B is a 
singleton, we say that F is a principal filter.

(A, ∧ , ∨ ) ℱ ⊆ ℘(A) ⋂ℱ ⊆ A
B ⊆ A

[B) := ⋂{F ⊆ A ∣ F ⊇ B and F is a filter.} B

[B) = {a ∈ A ∣ ∃b1, …, bn ∈ B s.t. b1 ∧ … ∧ bn ≤ a}

F = [B)

(A, ∧ , ∨ ) F = [B)
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Ultrafilters

• Theorem (ultrafilter extension principle): Let  be a lattice. Any proper filter  is contained in a 
ultrafilter .


Proof: Consider the family  of proper filters extending F ordered by inclusion. Clearly  contains 
F. Consider now any chain  of proper filters extending F. Notice that  is a proper filter extending 

F and an upper bound of . By Zorn’s lemma there is a proper filter maximal among those that extend F, 
which is therefore maximal among all proper filters

(A, ∧ , ∨ ) F ⊆ A
F+ ⊇ F

ℱ ⊆ ℘(A) ℱ
𝒞 F ∪ ⋃𝒞

𝒞
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Being separated by (prime) filters

• Theorem (prime filter separation principle): Let  be a lattice, and let  such that . Then 
there is a ultrafilter  such that  but .


Proof: Consider the principal filter . Clearly , but it does not need to be prime (i.e. a ultrafilter). As 
before, take any chain  of proper filters extending  an such that  for every . Notice that 

 is a proper filter extending  such that  and is an upper bound of . By Zorn’s lemma 

there is a proper filter  maximal among those that extend   and do not contain . One just then 
check that   is actually prime.

(A, ∧ , ∨ ) a, b ∈ A a ≰ b
F ⊆ A a ∈ F b ∉ F

[a) b ∉ [a)
𝒞 [a) b ∉ F F ∈ 𝒞

⋃𝒞 [a) b ∉ ⋃𝒞 𝒞
F′￼⊆ A [a) b

F′￼
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Distributive lattices

• Definition: A lattice  is said to be distributive whenever it satisfies the following identities:


- ,


- .


• Fact: In a distributive lattice, any ultrafilter is necessarily prime, although not every prime filter is maximal. 

(A, ∧ , ∨ )
x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∨ z)
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)
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Stone’s representation theorem for distributive lattice

• Theorem (Stone’s representation theorem): Every distributive lattice is isomorphic to a ring of sets (i.e. a 
collection of sets closed under binary intersection and union).


Proof: Obviously every ring of sets is a distributive lattice. So let  be a distributive lattice. Define 
the ring of sets (lattice) . The map 

 is one-to-one by the prime filter separation principle. One then 
check that it actually defines a homomorphism from  onto .

(A, ∧ , ∨ )
ℛ := ({{P ⊊ A ∣ a ∈ P is a prime filter} ∣ a ∈ A}, ∩ , ∪ )

h : a ↦ {P ⊊ A ∣ a ∈ P is a prime filter}
(A, ∧ , ∨ ) ℛ
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Ideals

• Definition: Let  be a lattice. A subset  is a ideal, if, for every , the following hold


(I1)  and  implies 


(I2)  or  implies  


The second condition is sometimes expressed in the following equivalent form


(I2’)  and  implies  


A ideal  is said to be 


- proper whenever ,


- prime, whenever it is proper and:  implies either  or , for every ,


- maximal (or a ultrafilter) if it is proper and if  is a filter, then .


- principal if , for some , and we denote it by .

(A, ∧ , ∨ ) I ⊆ A a, b ∈ A
a ∈ I b ∈ I a ∨ b ∈ I
a ∈ I b ∈ I a ∧ b ∈ I

a ∈ I a ≥ b b ∈ I
I ⊆ A

I ≠ ∅
a ∧ b ∈ I a ∈ I b ∈ I a, b ∈ A

F′￼⊋ F F′￼= A
I = {a ∈ A ∣ a ≤ i} i ∈ A (i]
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Filters and ideals

• Seeing a partial order as “logical entailment”, a filter can be thought of as a theory, that is a logically closed 
set of propositions/claims / assertions; 


- as such it behaves exactly like a classical truth set (possible world) with respect to conjunction, and 
halfway like a classical truth set with respect to disjunction.


• What make a filter behaves exactly like a classical truth set, is the converse of F2, that is the defining 
condition of a prime filter


- thus in a prime filter (prime theory, prime world), the conjunction of two propositions is true if and only 
if both of the propositions are true, and the disjunction of two propositions is true fi and only if at least 
one of the propositions is true.


• Similarly, an ideal can be thought of as a counter-theory, i.e., a logically closed collection of disclaimers, and 
a prime ideal can be thought of as a"false ideal”.
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