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. Al and deep learning
. (precise) graphical models
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V. credal nets
V. decision- tb dal net
ecision-support by credal nets slot #3

VI. credal machine learing

VII. causality ~ slot #4
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(Precise) Probability Theory (in One Slide)

e X takes its valuesin Qy, generic value x € Q
e We (initially) focus on categorical variables, i.e., |Qy| < +1inf

e Uncertainty about X by a probability mass function (PMF) P
PMFP:Q, > R, P(x) >0 Vx € Q,, Z P(x) =1

x€Qy

Expectation of f: Q, - R?E[f] = Z P(x) - f(x)

x€Qy

e Joint PMF P(X,Y) (two or more variables)

Marginalisation, P(X) s.t. P(x) = Z P(x,y)
yEQy,

P(x. P(x.
Conditioning, P(X|y) s.t. Px|y) = —oe) o POY)  epi s

B P(Y) 2, POY)

Alessandro Antonucci, IDSIA
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(First) Python Exercise

Go to GDrive

Install Colaboratory as an extension
Create a notebook & install a package
My notebooks in Github and GDrive
Our Notebook #1

— Learnn(X,Y,Z) - P(X,Y,Z)

— Marginalise gender Zto get P(X,Y)

— Conditioning, e.g., recovery
probability given treatment > or <
than given no treatment?

Alessandro Antonucci, IDSIA

Hello World!

(

Data from an observational study involving three Boolean
variables [24, Section 4.1]. The state equal to one means

female for Z, treated for X and recovered for Y.

Gender (Z2) Treatment (X) Recovery (Y) #

0 0 0 2

0 0 1 114
0 1 0 41
0 1 1 313
1 0 0 107
1 0 1 13
1 1 0 109
1 1 1 1

l. P(X)


https://colab.research.google.com/drive/179nYVDivRewVDGo4TFK_8mBVdluNx-Zm?usp=sharing
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Al is (not only) Deep Learning
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Istituto Dalle Molle di Studi sull'Intelligenza Artificiale (IDSIA)

: {1 I | OURALs IMPACT ON THE
Istituto o AL "~ WORLD's 5 MOST VALUABLE
Dalle Molle / Z A ana| e & PUBLIC COMPANIES (2017) =
d| StUdl / Jf Y i :j_‘ ) 3“\;‘,\;_.- ; H Microsoft
sull'intelligenza x4 , ) ~ @  Googe ™
—————— artificiale zj?/( 1’ L <_f]\ /{—* J"‘E s27en an:;:on
IDSTA e S g e 2
e Research Institute founded in 1988 in

Lugano to promote Al for quality of life

o Affiliated with both University of Lugano

(USI) and University of Applied Sciences
and Arts of Southern Switzerland (SUPSI)

e Staff ~100 people + 50 PhD
® |sipta '03&'17 + School '04 @Lugano

Angelo Dalle Molle (1908 - 2002)

Alessandro Antonucci, IDSIA II. Al # DL


https://www.idsia.usi-supsi.ch
http://www.apple.com/uk
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Al is the new "electricity"?

e “About 100 years ago, electricity transformed
every major industry. Al has advanced to the
point where it has the power to transform every
major sector in coming years.” Andrew Ng

e Recent (Deep Learning) Breakthroughs

— Image Recognition (Super-Human) (~2015)
— Translation (Near-Human) (~2016)

— Go World-Champion Challenge (2017)

— Protein Structure Prediction (2021)

— (V)LLMs (~2022)

Alessandro Antonucci, IDSIA II. Al # DL


https://www.andrewng.org
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Or a new "bubble"

?

A ‘verhyped’

CW Busi 7
usiness Markets  Tech

Has the Al bubbje

MICROSOFT ISLOSING A

STAGGERING AMOUNT OF

MONEY ON Al

Al Investors Are
This Just a Bubble:

FINANCIAL TIMES
Elliott says Nvidia is in a ‘bubble’ and

ccod applications

Media Calculators

if artificial i . Urst? Wa
al intelligence wiy e\::ef f;:ait wonders
€ money

Alis

of the technology are ‘never going

Report claims that
OpenAl has burne
through $8.5 billion on

Al training and
staffing, and could be

on track to make a $5
billion loss

Videos

Intelligencer
Starting to Wonder: |

Alessandro Antonucci, IDSIA

(from Gary Marcus substack)

II. Al # DL


https://garymarcus.substack.com

Deep Learning as a Series of (Fortunate) Events ...

DATA HARDWARE THEORY
rCPU‘ éGPU @2

DEEP
new technology NEURAL
+ "earlier" theory NETS

Alessandro Antonucci, IDSIA II. Al # DL
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Supervised Learning

supervised learning

e Predictive task: find class Y from feature(s) X 559

Its an
apple!

e Based on annotated data {y;, X},
e Algs to (optimally) learn ¥ = f(X)

e Machine Learning (ML), a two-step process
e [eature Extraction (FE) Z = g(X) Machine learning
e LearnY = h(Z) from {y,, g(xl-)}?l=1 @ ’ :
* fi=heg

e Deep Learning (DL) directly gets f i
e Automatic FE on initial layers @ ,
e Unstructured features: training frequires

more data than g

Alessandro Antonucci, IDSIA II. Al # DL
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supervised learning

Unsupervised Learning ws

= L,
* Annotated data are costly (in many senses) e wwwe
e Unannotated data {x;}¢ ? 3 53t
e (lustering: group together similar objects
e Again ML-vs-DL paradigm !/".f_;:_ [ }
e DL: good FE even in unsupervised settings & \‘7 o o}
e Variational Autoencoders (VAEs) J

e |LMs are a (super)sophistication of the
(simple) VAE idea

Let' (quickly) play with notebook #2

Alessandro Antonucci, IDSIA II. Al # DL


https://colab.research.google.com/drive/1SMNPraorpw8kfEawWpDItxiaeoJX4WXC?usp=sharing
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Discriminative vs. Generative

e Discriminative models designed to find Y given X

— Deterministic models § = f(X)

— But also (conditional) probabilistic, i.e., P(Y'| X) and then

§= Y y-P(y|%) or $=argmax P(y|%)
yeQ, yEQy

Generative models describe (joint) process behind (X, Y)
— Joint PMF P(X,Y)
— Predictions? P(y|x) « P(y, x) (as P(x) constant)

But also reasoning! E.g., MPE X = arg max P(x|y)

x€Qy
— More data (or knowledge) needed for training ...

— Gen Al = neural generative models from unsupervised data

— (Good Old-Fashioned) Al = symbolic generative models from experts

Alessandro Antonucci, IDSIA

Il. Al # DL
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Al > Deep Learnmg

Andirej Karpathy blog

The Unreasonable Effectiveness of Recurrent Neural

Networks
The unreasonable effectiveness of deep
learning in artificial intelligence
January 28,2020 117 (48) 30033-30038 https://doi.org/10.1073/pnas. 19073 17
COMMUNICATIONS "Deep learning has instead given us

“ACM

Human-Level Intelligence
or Animal-Like Abilities?

machines with truly impressive
abilities but no intelligence.

The difference is profound and lies in
the absence of a model of reality."

this seems to remain valid
even in the LLMs age ...

g Il Al # DL

Computing within Limits
Translent Electronics Take Shape

Q&A with Dina Katabi

Formally Verified Software
in the Real World

Alessandro Antonucci, IDSIA



IDSTA

H‘nnHlH

A Unitying Framework: Neuro-Symbolic Al

NEURO SYMBOLIC Al
Ny

KNOWLEDGE GRAPHS

e

NEURAL NETWORKS l

SPIKES

Y 1| ) | EXPLANATION >

 rransren

(SPIKES OR CROWN) AND (CAPSID)
=» CORONAVIRUS

System 1
“Fast”

DEFINING CHARACTERISTICS
Unconscious
Effortless
Automatic

WITHOUT self-awareness or control
“What you see is all there is.”

ROLE

Assesses the situation
Delivers updates

System 2

“Slow”

DEFINING CHARACTERISTICS
Deliberate and conscious
Effortful
Controlled mental process

WITH self-awareness or control
Logical and skeptical

ROLE

Seeks new/missing information
Makes decisions

Alessandro Antonucci, IDSIA

Neuro-
Symbolic Al
Essentials

IBM Research
Foundational

)

THAINKING,
FAST.. SLOW
[ - WES—
DANIEL
KAHNEMAN

Il. Al # DL
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Strong Al enthusiasts say ~2028,
narrow Al people say not just around the corner ...

Alessandro Antonucci, IDSIA II. Al # DL


https://www.youtube.com/watch?v=kMUdrUP-QCs
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1. (P)PGMs

The sober elegance o

- (Precise)

Probabilistic Graphica

Models
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Assessing Generative Models (by Decomposition)

e Model variables X = (X;, ..., X))
e Joint PMF P(X) ?
— 0(2") humans are not good in eliciting small joint probabilities

— Data? Sparse, risk of overfitting ...

P(X{, X5, ..., Xg)

Alessandro Antonucci, IDSIA (P)PGMs



IDSTA

il

Assessing Generative Models (by Decomposition)

e Model variables X = (X;, ..., X))

e Joint PMF P(X) ?
— 0(2") humans are not good in eliciting small joint probabilities

— Data? Sparse, risk of overfitting ...

e Powerful idea: decomposition!
e Composition operator @ (to be based on independence)

9 XQ) = f(Xla X29 X3a X4) @ g(X4a X5, X6a X7) @ h(X7, X89 XQ)

PX, X,, ..

Alessandro Antonucci, IDSIA

(PPGMs
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Independence/Irrelevance as a Decomposition

e [ndependence P(X;,X,) = P(X,;) - P(X,)

Alessandro Antonucci, IDSIA

(PPGMs
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Independence/Irrelevance as a Decomposition

e [ndependence P(X;,X,) = P(X,;) - P(X,)
e FEquivalent to irrelevance P(X; | X,) = P(X;)

PX,, X
PX,|X,) = ;(1)( )2) = P(X,) implies P(X,, X,) = P(X;) - P(X,) and vice versa
2

Alessandro Antonucci, IDSIA (P)PGMs
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Independence/Irrelevance as a Decomposition
SPOILER
e Independence P(X;,X,) = P(X;) - P(X,) The two concepts are not

' . necessarily equivalent in
e FEquivalent to irrelevance P(X; | X,) = P(X;) imprecise settings

P(X;, X5)

PX, X, = = P(X,) implies P(X;, X,) = P(X,) - P(X,) and vice versa

P(X5)

Alessandro Antonucci, IDSIA (P)PGMs
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Independence/Irrelevance as a Decomposition

e [ndependence P(X;,X,) = P(X,;) - P(X,)

e FEquivalent to irrelevance P(X; | X,) = P(X;)

PX,, X
PX,|X,) = ;(lx )2) = P(X,) implies P(X,, X,) = P(X;) - P(X,) and vice versa
2

But if X is irrelevant to X\ {X}, we just don't need it ...
More powerful concept:

— conditional independence

Es. knowing X, makes X; and X; indep P(X{, X, | X3) = P(X| | X3) - P(X;|X3)
— or, equivalently, conditional irrelevance

Es. knowing X, makes Xj irrelevant to X, i.e., P(X; | X5, X3) = P(X; | X3)

Alessandro Antonucci, IDSIA

(PPGMs
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Graphical Models: Intuition

e Graphs (directed or undirected) as
conditional independence maps

e Model variables X = (X;, ..., X,) as
the nodes of a graph &

Alessandro Antonucci, IDSIA (P)PGMs
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Graphical Models: Intuition

e Graphs (directed or undirected) as
conditional independence maps

e Model variables X = (X;, ..., X,) as
the nodes of a graph &

e With undirected graphs

Alessandro Antonucci, IDSIA (P)PGMs
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Graphical Models: Intuition

e Graphs (directed or undirected) as
conditional independence maps

e Model variables X = (X;, ..., X,) as
the nodes of a graph &

e \With undirected graphs, separation
induced by a set of variables (roughly)

corresponds to conditional
independence

P(X,, Xy, Xa, Xo. X Xoo Xo | X Xo)

Alessandro Antonucci, IDSIA (P)PGMs
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P(X6 |X1,X2, X3,X4, XS’ X7) —_ P(X6 |X4, Xs)

Graphical Models: Intuition

e Graphs (directed or undirected) as
conditional independence maps / \

., X,) as
l

e Model variables X = (X, ..
the nodes of a graph &

e \With undirected graphs, separation
induced by a set of variables (roughly)
corresponds to conditional
independence

e Markov condition for di-graphs:
"every var independent of the non-
desc non-parents given the parents”

Alessandro Antonucci, IDSIA

(PPGMs
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From Chain Rule to Bayesian Networks (Pearl, 1984)

Chain rule based on (iterated) definition of conditional probability

Alessandro Antonucci, IDSIA

(PPGMs
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From Chain Rule to Bayesian Networks (Pearl, 1984)

Chain rule based on (iterated) definition of conditional probability

e |f X;irrelevant to X given X,: P(X, X,, X5) = P(X; | X,) - P(X;, | X5) - P(X;3)

Alessandro Antonucci, IDSIA (P)PGMs
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From Chain Rule to Bayesian Networks (Pearl, 1984)

Chain rule based on (iterated) definition of conditional probability

e |f X;irrelevant to X given X,: P(X, X,, X5) = P(X; | X,) - P(X;, | X5) - P(X;3)
It & is acyclic and the variables are in topological order, the

Markov condition implies P(X) = HP(Xi|PaXi) with Pay parents of X;

i=1

(PPGMs

Alessandro Antonucci, IDSIA
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From Chain Rule to Bayesian Networks (Pearl, 1984)

e Chain rule based on (iterated) definition of conditional probability

e |f X;irrelevant to X given X,: P(X, X,, X5) = P(X; | X,) - P(X;, | X5) - P(X;3)
e |f & isacyclic and the variables are in topological order, the

Markov condition implies P(X) = HP(Xi|PaXi) with Pay parents of X;
i=1
e A joint model over X based "only" on the conditional probability
tables (CPTs) for each variable given their parents

e Compact, O(2maxiPaxly specification of generative models

0-0-0

P(X,) PX, X)) P(X3|Xy)

Alessandro Antonucci, IDSIA (P)PGMs
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Bayesian Net (BN) = Graph & + Conditional Probability Tables (CPTs)

P(X,,....Xo) = PXX,) - PG| X)) - P(X5| X))
PX,|X,) - P(Xs| Xy, X3) - P(X¢ | X5, X,)
P(X,|Xs) - P(Xg | X5) - P(Xo | Xe, Xo)

Alessandro Antonucci, IDSIA (P)PGMs
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Bayesian Net (BN) = Graph & + Conditional Probability Tables (CPTs)

PX,,....Xy) = P(X)) - P(X,|X) - P(X5] X))
PX,1X,) - P(X5| X5, X3) - P(Xg| X5, Xy)
P(X7]|X5) - P(Xg| X5) - P(Xy| Xe, X7)

Let' play with notebook #3

© . yaGrUM pyAgrum
“ i aGrUM is a C++ library for graphical models. It is

pyAgrum is a Python wrapper for the C++ aGrUM
designed for easily building applications using library (using SWIG interface generator). It provides a high-level

Alessandro Antonucci, IDSIA (P)PGMs


https://colab.research.google.com/drive/19ozhyJUnRqBI7c2-KA5V8BHrpW7IT4qx?usp=sharing
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Bayesian Net (BN) = Graph & + Conditional Probability Tables (CPTs)

PX,,....Xy) = P(X)) - P(X,|X) - P(X5] X))
PX,1X,) - P(X5| X5, X3) - P(Xg| X5, Xy)
P(X7]|X5) - P(Xg| X5) - P(Xy| Xe, X7)

Let' play with notebook #3

~ . yaGruM pyAgrum
‘ aGrUM is a C++ library for graphical models. It is pyAgrum is a Python wrapper for the C++ aGrUM

designed for easily building applications using library (using SWIG interface generator). It provides a high-level

SPOILER: We can generalise BNs

by replacing the PMFs in the CPTs
columns of the CPTs by sets of PMFs

Alessandro Antonucci, IDSIA (P)PGMs


https://colab.research.google.com/drive/19ozhyJUnRqBI7c2-KA5V8BHrpW7IT4qx?usp=sharing
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Reasoning with Bayesian Networks (Inference)

Alessandro Antonucci, IDSIA (P)PGMs
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Reasoning with Bayesian Networks (Inference)

e Marginal on a queried var

Px)= ) f[P(x,- | pax,)

XeX\(X,} i=1

Alessandro Antonucci, IDSIA (P)PGMs
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Reasoning with Bayesian Networks (Inference)

e Marginal on a queried var P(X5 |x1, XS) =7

Px)= Y []Ptilpay)
XeX\(X,} i=I
e Updating query given evidence ‘ ‘

n
ZXEX\{Xq,XE} Hi=1 P(x; P aXi)
ZXEX\{XQ} H?:l P(xi |ani)

P(x, | xg) =

Alessandro Antonucci, IDSIA (P)PGMs
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Reasoning with Bayesian Networks (Inference)

Both (NP-)hard tasks, fast exact inference with singly- '

connected topologies, in general exponential wrt
treewidth, many good approximate schemes

e Marginal on a queried var
n
Px)= Y []Ptilpay)
Xex\{x,} i=1
e Updating query given evidence
7 n
ZXEX\{Xq,XE} Ji:l P(x;|p aXi)

ZXEX\{XQ} I:?ZIP(XZ' |ani)

P(x,|xg) =

(PPGMs

Alessandro Antonucci, IDSIA
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Reasoning with Bayesian Networks (Inference)

e Marginal on a queried var arg max P(x4, X5 |x1, x8) =

Pa)= Y f[P(x,- | pay) . /0\

Xex\{x,} i=1
treewidth, many good approximate schemes
) l

e Most probable explanation (MMAP) is harder (NPFP \‘

n
X} 1= arg max Z HP(xl- | pax) Q

Xex\{X,} i=1

Alessandro Antonucci, IDSIA (P)PGMs

e Updating query given ev_idgnce
ZXEX\{Xq,XE} Ji:l P(x;|p aXi)

ZXEX\{XQ} I:?ZIP(XZ' |ani)

P(x,|xg) =

Both (NP-)hard tasks, fast exact inference with singly-
connected topologies, in general exponential wrt
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Reasoning with Bayesian Networks (Inference)

* Marginal on a queried var Let' keep playing with notebook #3
Px)= Y []Ptilpay)

Xex\(X,} i=1

e Updating query given ev_idgnce
ZXEX\{Xq,XE} Ji:l P(x; P aXi)

P(quxE) =

zXeX\{Xq} [:?zlp(xi |ani)

O,

connec With imprecise models, marginal and X X,

Xy

Both ( SPOILER

treewid updating are non-equivalent tasks,
VI MMAP depends on the decision criterion

X 1= arg max Z HP(xl-l pay) @ @
Xex\{x,} i=1

Alessandro Antonucci, IDSIA (P)PGMs


https://colab.research.google.com/drive/19ozhyJUnRqBI7c2-KA5V8BHrpW7IT4qx?usp=sharing
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Tractable Models: Sum-Product Networks

e Deep models (aka arithmetic/prob circuits)

e (Generative models based on graph

e Tractable: inference O(| € |) tor basic tasks

e G expresses an inferential computation

of

e Competitive performance wrt discriminative 0-1
DL models, but less interpretable than BNs

schemes, not the (context-specitic)

independence relations

Alessandro Antonucci, IDSIA (P)PGMs
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Tractable Models: Sum-Product Networks

PZ(XI) — 0.2 y IXl + 0.8 . I)T]

Alessandro Antonucci, IDSIA

(PPGMs
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Tractable Models: Sum-Product Networks

Pi(X) = 0.1 Iy +0.9 - Ix
Py(X) =021y +0.8 - Ix
Pi(X) =05 Iy +0.5 - I
Py(X)) =03 Iy +0.7 - I

Alessandro Antonucci, IDSIA (P)PGMs



Pi(X) = 0.1 Iy +0.9 - Ix
Py(X) =021y +0.8 - Ix
Pi(X) =05 Iy +0.5 - I
Py(X)) =03 Iy +0.7 - I

P,(X,, X,) = P,(X;) - Py(Xy)
P,(X,, X,) = P,(X;) - Py(Xy)
Pi(X,, X,) = Py(X)) - Py(Xy)

Alessandro Antonucci, IDSIA (P)PGMs
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Tractable Models: Sum-Product Networks

Pi(X)=0.1-I; +0.9- Iy
Py(X)) =02 I; +0.8 - Iy
Pi(X) =051 +0.5 - Iy
Py(X)) =03 Iy +0.7 - Iy
P,(X,,X,) = P,(X;) - P,(X,)

P,(X,, X,) = P,(X;) - Py(Xy)
Pi(X,, X,) = Py(X)) - Py(Xy)

Alessandro Antonucci, IDSIA (P)PGMs
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Tractable Models: Sum-Product Networks 05 2] ™\03

Pi(X)=0.1-I; +0.9- Iy
Py(X)) =02 I; +0.8 - Iy
Pi(X) =051 +0.5 - Iy
Py(X)) =03 Iy +0.7 - Iy
P,(X,,X,) = P,(X;) - P,(X,)

P,(X,, X,) = P,(X;) - Py(Xy)
Pi(X,, X,) = Py(X)) - Py(Xy)

SPN2BN and BN2SPN transformations exists

Alessandro Antonucci, IDSIA (P)PGMs




Tractable Models: Sum-Product Networks

PZ(XI) — 0.2 y IXl + 0.8 . I)T]

P.(X,) =0.5- DI :

(%) = 0.5 L, +0.5- we can generalise sum-product
Py(Xp) = 0.3 Iy, +0.7- Iy, nets to imprecise probability by
P,(X;, X)) = Py(X)) - P,(X5) simply replacing the PMFs
Py(X;, X,) = P(X;) - Py(X,) annotating the edges leaving the (&%
Py(X,, X,) = Py(X,) - Py(X,) sum nodes with sets of PMFs

Spoiler

— ;

| |
| )

SPN2BN and BN2SPN transformations exists

Alessandro Antonucci, IDSIA
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(All PGMs Roads Lead to) Judea Pearl

PROBABILISTIC REASONING
IN INTELLIGENT SYSTEMS: CAUS ITY
Networks of Plausible Inference AI )
S N
o K O :
~ \
'».;LT (] /
—— , .] /. VA
\ o\ 47
~ MODELS, REASON I NG,
AND INFERENCE
; Judea Peart

JUDEA PEARL

;‘;"’ | ‘l Judca Pczul 0
o o0s The
CAUSAL INFERENCE Bock

Bayesian Nets Do Calculus IN STATISTICS of =
(~1988) (<2000) Why
¢ WILEY rc usea mlLffu

Structural Causal Models
(< 2016)

Cozman

Credal
Nets
(~2000)

Alessandro Antonucci, IDSIA (P)PGMs
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V. CN = BN + CSs

Credal Nets as Bayesian Nets with
(Credal) Set-Valued Parameters
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Basic (Imprecise) Probability Theory

e Credal set (CS) over K(X): (just) a set of PMFs P(X) (over X)
Expectation E[f] = Z P(x) - f(x) difterent for each P(X) € K(X) ,

x€EQy

focus on lower (upper) bounds, e.g., E[f] = inf Z P(x) - f(x)
PX)EK(X) “

IV. CN = BN + CSs
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Basic (Imprecise) Probability Theory

e Credal set (CS) over K(X): (just) a set of PMFs P(X) (over X)
Expectation E[f] = Z P(x) - f(x) difterent for each P(X) € K(X) ,

x€EQy

focus on lower (upper) bounds, e.g., E[f] = inf Z P(x) - f(x)
PX)EK(X) “

e (for finite settings) bounds unaftected by convex hull (CH)

e This allows to focus on extreme points (ext), LP/combinatorial task:

D PR) - f(x)

inf 2 P(x)-f(x)= inf Z P(x)-f(x)=  min
PX)eK(X) B PeCHIK(X)] B Peext[CH[K(X)]] x

IV. CN = BN + CSs

Alessandro Antonucci, IDSIA
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e Credal set (CS) over K(X): (just) a set of PMFs P(X) (over X)
Expectation E[f] = Z P(x) - f(x) difterent for each P(X) € K(X) ,

x€EQy

focus on lower (upper) bounds, e.g., E[f] = inf Z P(x) - f(x)
PX)EK(X) “

e (for finite settings) bounds unaftected by convex hull (CH)

e This allows to focus on extreme points (ext), LP/combinatorial task:

inf 2 P(x)-f(x)= inf Z P(x)-fx)=  min 2 P(x) - f(x)

P(X)eK(X) B PeCH[K(X)] B Peext[CH[K(X)]] x

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Basic (Imprecise) Probability Theory PO = 0)

0 1

e Credal set (CS) over K(X): (just) a set of PMFs P(X) (over X)
Expectation E[f] = Z P(x) - f(x) difterent for each P(X) € K(X) ,

x€EQy

focus on lower (upper) bounds, e.g., E[f] = inf Z P(x) - f(x)
PX)EK(X) “

e (for finite settings) bounds unaftected by convex hull (CH)

e This allows to focus on extreme points (ext), LP/combinatorial task:

inf 2 P(x)-f(x)= inf Z P(x)-f(x)=  min Z P(x) - f(x)

P(X)eK(X) B PeCH[K(X)] B Peext[CH[K(X)]] x

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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P(X =0)

Basic (Imprecise) Probability Theory

0 1

e Credal set (CS) over K(X): (just) a set of PMFs P(X) (over X)
Expectation E[f] = Z P(x) - f(x) difterent for each P(X) € K(X) ,

x€EQy

focus on lower (upper) bounds, e.g., E[f] = inf Z P(x) - f(x)
PX)EK(X) “

e (for finite settings) bounds unaffected by convex hull (CH)
e This allows to focus on extreme points (ext), LP/combinatorial task:

Y P) - f(x)

inf 2 P(x)-f(x)= inf Z P(x)-f(x)=  min
PX)eK(X) B PeCHIK(X)] B Peext[CH[K(X)]]

e (Often focus on convex CSs with finite number of extreme points

IV. CN = BN + CSs

Alessandro Antonucci, IDSIA
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Basic (Imprecise) Probability Theory

Credal set (CS) over K(X) = a set of PMFs P(X) (over X)
Expectation E[f] = 2 P(x) - f(x) different for each P(X) € K(X)

x€Qy
focus o

) - f(x)

This is not enough to generélise BNs to CSs:

BNs are models based on independence,

e (for finit{

RSN < need an independence concept for CSs

bl task:

inf Z P(x) - f(x) = inf Z P(x) - f(x) = min Z P(x) - f(x)

P(X)eK(X) PECH[K(X)] Peext[CH[K(X)]]

e Often focus on convex CSs W|th finite number of extreme points

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Independence Concepts with CSs

e Given CS K(X,Y), what X independent of Y means? Irrelevant?
e X and Y (stochastically) independent VP(X,Y) € K(X,Y) ?

e So-called strict independence, does not preserve convexity ...

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Independence Concepts with CSs

Given CS K(X, Y), what X independent of Y means? Irrelevant?
e X and Y (stochastically) independent VP(X,Y) € K(X,Y) ?

e So-called strict independence, does not preserve convexity ...

Exercise: With X; and X, Boolean,

- P(X,,X,) is a a 4-element normalised array
- The probability simplex is a tetrahedron

- Strictly independent PMFs are on a "maximally

non-convex" surface inside such volume

Draw/imagine the surface solution

Alessandro Antonucci, IDSIA V. CN = BN + CSs


https://www.geogebra.org/3d/e3rxtqjh
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Independence Concepts with CSs

e Given CS K(X,Y), what X independent of Y means? Irrelevant?
e X and Y (stochastically) independent VP(X,Y) € K(X,Y) ?

e So-called strict independence, does not preserve convexity ...
e X and Y (stochastically) independent VP(X,Y) € ext[K(X,Y)] !

e So-called strong, convenient choice for sensitivity analysis

Alessandro Antonucci, IDSIA V. CN = BN + CSs



IDSTA @ sues

1HHIl

Independence Concepts with CSs

e Given CS K(X,Y), what X independent of Y means? Irrelevant?
e X and Y (stochastically) independent VP(X,Y) € K(X,Y) ?
e So-called strict independence, does not preserve convexity ...
e X and Y (stochastically) independent VP(X,Y) € ext[K(X,Y)] !
e So-called strong, convenient choice for sensitivity analysis

* Another popular concept is epistemic irrelevance: lower and
upper expectation of functions of X unaffected by Y (note that the

concept is asymmetric and epistemic irrelevance # independence)

* |n general, epistemic irrelevance gives more conservative
inferences than strong independence, in some cases equal results

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Credal Networks (CNs, Cozman, 2000)
e Simple idea: replace conditional PMFs in the CPTs with conditional

CSs and obtain a joint CS (instead of a joint PMF)
e Each combination of valid CPT specitications defines a joint PMF
satisfying the (stochastic) independence relations depicted by &

e This would be a strict CN, inducing a non-convex joint CS

* |n this sense, we are doing sensitivity analysis for BNs

IV. CN = BN + CSs

Alessandro Antonucci, IDSIA
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Credal Networks (CNs, Cozman, 2000)

Simple idea: replace conditional PMFs in the CPTs with conditional
CSs and obtain a joint CS (instead of a joint PMF)

Each combination of valid CPT specitications defines a joint PMF
satisfying the (stochastic) independence relations depicted by &

This would be a strict CN, inducing a non-convex joint CS
In this sense, we are doing sensitivity analysis for BNs
Let us take the convex hull of the strict CS

Good news: the vertices of convex hull of the strict joint CS are
joint PMFs induced by BN whose parameters are the extreme
points of the joint local CSs

This corresponds to strong CNs and it allows to maintain a
combinatorial nature in the model

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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(Strong) Credal Networks in Practice

e Directed acyclic graph & over variables X := (X;, ..., X))
o Assess CS K(X;|pay) for each X; € X and pay € (2p,

e Build the joint CS ("strict extension") K(X), i.e.,

K(X) := {P(X) : P(x) = Hp(xilani)avp(Xilani) < K(Xilani)}

i=1

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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(Strong) Credal Networks in Practice

e Directed acyclic graph & over variables X := (X;, ..., X))
o Assess CS K(X;|pay) for each X; € X and pay € (2p,

e Build the joint CS ("strict extension") K(X), i.e.,

K(X) := {P(X) . P(x) = [ [ P0x; | pay), YP(X; | pay) € KX paxg}
i=1
e Compute inferences wrt such the strong extension, i.e., CH[K(X)]

e Good news, the problem is combinatorial
ext[CH[K(X]] C {P(X : P(x = | | P(x;| pay). P(X;| pay) € ext[K(X;| pax)]}

e CN as a (finite) collection of ("extreme") BNs over same &

Let' play with notebook #4
Alessandro Antonucci, IDSIA V. CN = BN + CSs



https://colab.research.google.com/drive/1dMReMjusVp5k5EExkKp5KkKxZELak_o-?usp=sharing

= IDSIA
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Inference in Credal Networks

o Marginal query P(x,) = min Z HP(X,-IPaX,.)

P(X;|pay )€ext| K(X;|pay )] X\ (X } i=1
q

o (Closer to MMAP inference in BN, NPPP-hard task

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Inference in Credal Networks

o Marginal query P(x,) = min Z HP(X,-IPaX,.)

P(X;|pay )€ext| K(X;|pay )] X\ (X} i=1
q

Closer to MMAP inference in BN, NPPP-hard task

e Posterior as a fractional task (num/den non indep optimisations)

2 " P(x;| pay)

. x\(x,} Lz Pl Px) Px, xp)

f(xq | XE) — min
P(Xilanl_)Eext[K(Xi|anl_)] Z

X\ {X,} a~~?=1 P(x;| pax) P(xp)

Alessandro Antonucci, IDSIA

IV. CN = BN + CSs
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Inference in Credal Networks

Marginal query P(x,) = min Z HP(X,-IPaX,.)

P(X;|pay )€ext| K(X;|pay )] X\ (X } i=1
q

Closer to MMAP inference in BN, NPPP-hard task

Posterior as a fractional task (num/den non indep optimisations)
z:X\{Xq} L PCxlpay)  p (X, XE)

f(xq | XE) — IIliIl ) —
Poclpa etk Xipa)) Ty T, POglpay) ~ Pxg)
q

Fast exact inference only in binary poly-trees (2U, Zaffalon, 1998)

¢ Crema

and epistemic trees (de Cooman et al., 2008)
Fast approximated schemes and libraries

E.g., LP inner approx (Antonucci et al., 2014)
Credal MMAP? Harder than updating, depends on decision rule

Alessandro Antonucci, IDSIA V. CN = BN + CSs


https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema
https://github.com/idsia/crema

IDSTA @ sues

H‘lmul

Inference in Credal Networks

o I\/Iarginal query f(xq)= min Z HP(X,-IPaX,.)

X\{X,} i=1

P (Xilani)EeXt[K(Xi|anl-)]

Let's check this Wlth notebook #4
guions)

o Closerto MMAP inference in

e Posterior as a fractional task (
ZX\{XQ} ‘L“l'zlp(xi | anl-) P(X XE)

£(xq | XE) — min 7 ~w
PX;lpay,) €extlK(X;|pay,)] ZX\{X y 11— P(-xi | ani) P(XE)
q

e Fast exact inference only in binary poly-trees (2U, Zaffalon, 1998)
and epistemic trees (de Cooman et al., 2008)
£ Crema

e Fast approximated schemes and libraries o,
e E.g, LPinnerapprox (Antonucci et al., 2014)

e Credal MMAP? Harder than updating, depends on decision rule

Alessandro Antonucci, IDSIA V. CN = BN + CSs
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Credal Sum-Product Networks (Maua et al., 2017)

e "Strict" semantics: SPNs do not rely on independence concepts

e (Credality makes inference harder, but many tasks remain tractable
e Also credal SDDs (~ SPNs + logical constraints) (Mattei et al.,2019)
e No straightforward mappings CN2CSPN or CSPN2CN

( ) (w1, w2, w3) € CH(  [0.28,0.45,0.27],
G [0.18,0.55,.27],  [0.18,0.45,0.37]),
R g 0.54 < wy < 0.64, 0.36 < w5 < 0.46,
N AT~ XY 0.09 < wg <0.19, 0.81 < wy < 0.91,
< Ty vy | 02T <ws <037, 0.63 < wg < 0.73,
wir’ 2 N w2 iy | 0.72 < wyo <082, 0.18 < wyy < 0.28,
oy Ya) b) (3) wy +ws = 1, we +wy = 1,
| © 3 b | e+ — 1 w4100t = 1

Figure 2: A credal sum-product network over variables A and B.

Alessandro Antonucci, IDSIA

)

Algorithm 3 Lower probability of evidence.

/

input: CSDD, evidence e
forn<1,..., N do
() <0
if n is terminal, n # L then
v « leaf vtree node that n is normalized for
() < P,(ey)
else
((pi, si)¥_, Kn(P)) < n (decision node)
(1) < MiNjg, g, 1K, (P) Dt T(Pi) - T (S:) - 6
end if
end for
output: P(e) < (N)

IV. CN = BN + CSs
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V. CN4DSS

Knowledge-Based
Decision-Support Systems
by Credal Networks
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Knowledge-Based Decision-Support Systems

e Aka Expert Systems, very popular GOFAI tools

Less hype in the DL age, but annotated data are costly and

in practice lot of people still use such models (e.g. BNs)
e \Why CNs?

Alessandro Antonucci, IDSIA V. CN4DSS
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Knowledge-Based Decision-Support Systems

e Aka Expert Systems, very popular GOFAI tools

* |ess hype inthe DL age, but annotated data are costly and
in practice lot of people still use such models (e.g. BNs)

e Why CNs? CS can be a better model of the expert
(uncertain) knowledge. Knowledge engineering by CSs:

— Models of complete ignorance (vacuous CS)

— E.g., conservative updating for non-MAR missing data
— Qualitative assessments by probability intervals

— Preferences as inequality constraints

— Positive/negative influence or synergy

Let's check gallery #1
Alessandro Antonucci, IDSIA V. CN4DSS



https://github.com/sipta/school24-lecture-material/blob/main/14-08-AI/gallery1.pdf

= IDSIA

Fault Trees (Vesely, 1981)

brake fails = [ pads Vv ( sensor A controller A actuator ) |

Alessandro Antonucci, IDSIA

devices failures are independent

controller actuator
fails fails

V. CN4DSS
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devices failures are independent

controller 1 actuator
fails fails
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brake fails = [ pads Vv ( sensor A controller A actuator ) |
devices failures are independent

controller
-8 @ -8

AND

V. CN4DSS

Alessandro Antonucci, IDSIA



- IDSIA

Fault Trees (Vesely, 1981)

brake fails = [ pads Vv ( sensor A controller A actuator ) |
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controller
-8 @ -8
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brake fails = [ pads Vv ( sensor A controller A actuator ) |
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devices failures are independent

controller actuator
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brake fails = [ pads Vv ( sensor A controller A actuator ) |

sensor [
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devices failures are independent

controller actuator
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Fault Trees (Vesely, 1981)

brake fails = [ pads Vv ( sensor A controller A actuator ) |

sensor [
fails

devices failures are independent

controller actuator

V. CN4DSS
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Fault Trees (Vesely, 1981)

brake fails = [ pads Vv ( sensor A controller A actuator ) |

devices failures are independent

controller

with [.7, 1] instead
P(brake fails)c[.49,1]

Indecision!

.64,1]

Alessandro Antonucci, IDSIA

V. CN4DSS
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Exercise on Knowledge-Based Decision-Support Systems

e Build a DSS based on your knowledge based on a CN
e Decide the variables (few)
e Define a (correlational) graph over them

e Express your (uncertain) knowledge about the state of each
variable given its parents

e Use this CN to extract decision-support information
(for inference we do brute-force here)

e |ack of ideas? Let's check the examples in gallery #2
e Or let's define a simple 3-node CN/DSS together

Alessandro Antonucci, IDSIA

V. CN4DSS


https://github.com/sipta/school24-lecture-material/blob/main/14-08-AI/gallery2.pdf
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VI. (C)ML

Credal Machine Learning
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(Credal) Machine Learning with CNs

e Statistical learning with CNs?

— &7 Structural BN learning or assumptions (ex. naive/TAN)

— CSs? IDM (or likelihood-based) approaches

— Decisions? E.g., maximality, undominated classes.
 These are credal classifiers, possibly returning multiple options
e \With IDM we say that an instance is:

— indeterminate if different priors lead to different classes

— robust if all the priors gives the same class

e BN compatible classifier? Good accuracy on robust instances,
inaccurate on the indeterminate ones

Alessandro Antonucci, IDSIA

IDSTA @ sues
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(Credal) Machine Learning with CNs

e Statistical learning with CNs?
— &7 Structural BN learning or assumptions (ex. naive/TAN)
— CSs? IDM (or likelihood-based) approaches

— Decisions? E.g., maximality, undominated classes.

BRLEEERE] | et's quickly browse with its JEReJelilelsl:

IRWITEID] credal classifiers and their evaluation

— indeterminate if different priors lead to different classes
— robust if all the priors gives the same class

e BN compatible classifier? Good accuracy on robust instances,
inaccurate on the indeterminate ones

Alessandro Antonucci, IDSIA
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IDM & (Personal) Considerations on CML c—>°
e Global IDM constraints between CSs specification X Y n
e |ocal? Easier optimisation, but more imprecise 0 0 3t
, 0 | 4+
e ML conferences can be very selective and credal | - 2+u
w
approaches not always well-perceived. However, | | (o)

strong IP papers have been accepted (e.g.,

irtual inst ESS=1
Hullermeier/Caprio/Destercke/de Campos/...) one virtual instance ( )

e Distinguishing problem formulation from the IDM constraints

corresponding optimisation might be a good O<tuwsl rt+u+w<l

practice, if the experiments are good, not having P(Y = 0) = S5+r4+w

an exact ad hoc solution might be still ok I 34

Constraints between
KX)and K(X=0|Y=0)

Alessandro Antonucci, IDSIA 97
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3-LEVEL HIERARCHY

. COUNTERFACTUALS
ACTIVITY: Imagining, Retrospection, Understanding
QUESTIONS: What if | had done . . . ? Why?
(Was it X that caused Y? What if X had not
occurred? What if | had acted differently?)
EXAMPLES: Was it the aspirin that stopped my headache?
Would Kennedy be alive if Oswald had not
killed him? What if | had not smoked the last 2 years?

(Causal)
Al?

2. INTERVENTION

ACTIVITY: Doing, Intervening

QUESTIONS: Whatifldo...? How?
(What would Y be if | do X?)

EXAMPLES: If | take aspirin, will my headache be cured?
What if we ban cigarettes?

RL

1. ASSOCIATION
ACTIVITY: Seeing, Observing
QUESTIONS: Whatiflsee...?
(How would seeing X change my belief in Y?)
EXAMPLES: What does a symptom tell me about a disease?
What does a survey tell us about the election results?

ML/DL |

Source: The Book of Why, Pearl & Mc Kenzie
Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Pearl's Ladder of Causation and the Need for a Causal Al
3-LEVEL HIERARCHY

A IPs (and CNs) as a

valuable supportto &
R chmb the ladder

1. ASSOCIATION

ACTIVITY: Seeing, Observing

QUESTIONS: Whatiflsee...?
(How would seeing X change my belief in Y?)

EXAMPLES: What does a symptom tell me about a disease?

| | .
il il What does a survey tell us about the election results?

ML/DL

Source: The Book of Why, Pearl & Mc Kenzie
Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Structural Causal Models

e Manifest endogenous variable X
e (Observations & available

e From 9 statistical learning of P(X)

Alessandro Antonucci, IDSIA

Boolean X
PX=0)=p
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Structural Causal Models

e Manifest endogenous variable X
e QObservations 9 available
e From 9 statistical learning of P(X)

e A latent exogenous variable U

Boolean X
PX=0)=p

Alessandro Antonucci, IDSIA 102
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Structural Causal Models

e Manifest endogenous variable X
e (Observations & available

e From 9 statistical learning of P(X)

e A |atent exogenous variable U KW =0)=0
e States of U determines those of X fX ;EZ::?
through a structural equation fy ME=9=1
fx surjective but not invertible °
Boolean X
PX=0)=p

Alessandro Antonucci, IDSIA VIl. SCMs = CNs



- IDSIA

Structural Causal Models

e Manifest endogenous variable X
e Observations & available

e From 9 statistical learning of P(X)
e A |atent exogenous variable U

e States of U determines those of X
through a structural equation fy

fx surjective but not invertible

o PG =) Px|wPu) =) 5, Plu)

Alessandro Antonucci, IDSIA

F(U=0)=0
f FU=1)=0
X KU=2)=1

KU=3)=1

Boolean X
PX=0)=p

VIl. SCMs = CNs
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Structural Causal Models

e Manifest endogenous variable X
e (Observations & available

e From 9 statistical learning of P(X)

e A |atent exogenous variable U KW =0)=0
e States of U determines those of X fX ;EZ::?
through a structural equation fy ME=9=1
fx surjective but not invertible °
o PG =) Px|wPu) =) 5, Plu) o
) ’ PX=0)=p

e A P(U) giving P(X)? More than one!

Alessandro Antonucci, IDSIA VIl. SCMs = CNs



- IDSIA @ surs

Structural Causal Models

e Manifest endogenous variable X
e QObservations & available
e From 9 statistical learning of P(X)

e A latent exogenous variable U

KU =0)=0
e States of U determines those of X le ;EZ;:‘;
through a structural equation f; KU=3)=1
fx surjective but not invertible °
o P =) POc|w)Pu) = ) 8 P)
X u Boolean X
e P(U) giving P(X) ? More than one! PX=0)=p

e (Causal inference to be based on the
credal set K(U) compatible with P(X)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Structural Causal Models
K{U)={PWU):P(U=0)+PU=1)=p)

e Manifest endogenous variable X P(U) = [gg | ;p, | ;p]
e QObservations 9 available Ue {0,123

e From D statistical learning of P(X)

B | his is a (minimalistic)

e State
thro

i structural causal model
. PO =) PlwPu) = ) 6, PW)

Boolean X

e P(U) giving P(X) ? More than one! PX=0)=p
e (Causal inference to be based on the
credal set K(U) compatible with P(X)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Structural Causal Models (General Definition)

e X:=(X,,...,X,) (endogenous variables)
e U:=(U,,...,U,) (exogenous variables)

e Directed graph & assumed to be

semi-Markovian = root in U, non-root in X
e Equation X = fy(Pay) foreach X € X
e Marginal P(U) for U € U (assessed if possible)

Alessandro Antonucci, IDSIA
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Structural Causal Models (General Definition)

e X:=(X,,...,X,) (endogenous variables) . £ . \\*y
e U:=(U,,...,U,) (exogenous variables) \ /
e Directed graph & assumed to be - (L\L
semi-Markovian = root in U, non-root in X o ﬂ(‘b\ﬁf\ N
. fL/\f/ Y
e Equation X = fy(Pay) for each X € X Ux —(X /\_‘/

e Marginal P(U) for U € U (assessed if possible)
e SCM = BN with CPTs P(X|Pay) = OX f.(Pay)

. Joint PMF P(x,u) = H P(u) H Of, (pa)y.x
UeU XeX

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Structural Causal Models (General Definition)

e X:=(X,,...,X,) (endogenous variables)
e U:=(U,,...,U,) (exogenous variables)

e Directed graph & assumed to be
semi-Markovian = root in U, non-root in X

e Equation X = fy(Pay) foreach X € X
e Marginal P(U) for U € U (assessed if possible)
e SCM = BN with CPTs P(X|Pay) = OX f.(Pay)

. Joint PMF Px,w) = [ | Pw) [ | 6 o
UeU XeX
e Here discrete vars, continuous case analogous

Alessandro Antonucci, IDSIA
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U={X,Y}, V={Z}, F={f,}
fr i Z=2X+3Y
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Structural Causal Models (General Definition)

X :=(Xj,...,X,) (endogenous variables)

. SCMs as (one of) the

W most powerful tools

Joint PMF P(x,u) = P(u)
UveU XeX
e Here discrete vars, continuous case analogous

Of (pa)yox

Alessandro Antonucci, IDSIA

] for causal analyses

U={X,Y}, V={Z}, F={f;}
fz : Z=2X+3Y

VII. SCMs = CNs
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Headache Example (Staying on the First Rung)

e You take aspirin (X = 1) and headache vanishes (Y = 1)
e Probability that this has been due to aspirin?

e (Observational data & about the two variables available

e FromY ,PY=0|X=0)=05>PY=0|X=1)=0.1

Alessandro Antonucci, IDSIA

X0—0Y

VIl. SCMs = CNs
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1HHIl

Headache Example (Staying on the First Rung)

X0—0Y
e You take aspirin (X = 1) and headache vanishes (Y = 1)

e Probability that this has been due to aspirin?

e Observational data & about the two variables available
e FromY ,PY=0|X=0)=05>PY=0|X=1)=0.1

e Not genuine causal analysis: adding further covariates

might give contradictory results (Simpson's paradox)
e PY=0|X=0,Z=2)<PY=0|X=1,Z=27) Vz

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Sport might seriously hurt your vascular health?

Alessandro Antonucci, IDSIA VII. SCMs = CNs
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Sport might seriously hurt your vascular health? No!

Cholestorol

Exercise

Alessandro Antonucci, IDSIA
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Simpson's Paradox or Gender Bias?

TOTAL

UC Berkley in 1973

MEN

WOMEN

: Applicants | Admitted i Applicants | Admitted

..................................................................................................................................................................

1835 | 30%

Total | 4526

Alessandro Antonucci, IDSIA

39% | 2691 i 45%

VII. SCMs = CNs
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DEPT. | TOTAL MEN WOMEN

Applicants Admitted Applicants Admitted Applicants Admitted

...................................................................................................................................................................

Total 4526 39% 2691 45% 1835 30%
A e L N
"""""" s oses | oew | seo | ew | 25 e
B T R R
T R T T
"""""" S R T e T e
"""""" R T
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DEPT. | TOTAL MEN WOMEN

Applicants Admitted Applicants Admitted Applicants Admitted

...................................................................................................................................................................

Total 4526 39% 2691 45% 1835 30%
A e
"""""" s oses | e | ose | e | 25 e
B T R R
T R T T
"""""" S R BT e e
"""""" R T
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DEPT. | TOTAL MEN WOMEN

Applicants Admitted Applicants Admitted Applicants Admitted

...................................................................................................................................................................

Total | 4526 | 39% | 2691 | 45% i 1835 | 30%

Time to climb up

the ladder

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Uz
Take the Aspirin! (Interventions = Second Rung) )
e (Gender Z as an additional (endogenous) variable Ifx 7Y
e Markovian & (one exo parent for each endo) X Y

e Force people to take aspirin = intervention do(X = 1)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Take the Aspirin! (Interventions = Second Rung)

e (Gender Z as an additional (endogenous) variable

e Markovian & (one exo parent for each endo)

e Force people to take aspirin = intervention do(X = 1)

e f,shouldbe modified (constant output), after a surgery
on & (incoming arcs removed) intervention = observation

Alessandro Antonucci, IDSIA

VII. SCMs = CNs
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Take the Aspirin! (Interventions = Second Rung) lz

Gender Z as an additional (endogenous) variable TX/\TY

Markovian & (one exo parent for each endo) X Y

Force people to take aspirin = intervention do(X = 1)
fx should be modified (constant output), after a surgery
on & (incoming arcs removed) intervention = observation

Pearl's do calculus allows to reduce interventional queries
to observational ones (solved by BN inference)

E.g., backdoor P(y|do(X = x)) = Z P(y|x,z2) - P(2)

Do calculus only needs & (and not the SCM)!

|| <——————><
/<_Q

-

Tl ©

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Identifiability of Causal Queries

DAGitty — draw and analyze causal diagrams

e Do calculus reduces interventional to observational
qgueries by exploiting d-separation in SCMs

e Sound and complete (graph-theoretic) algorithm
+ inference in the empirical joint PMF

e Alternatively: surgery and inference in the SCM ...

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Identifiability of Causal Queries

e Do calculus reduces interventional to observational
qgueries by exploiting d-separation in SCMs

e Sound and complete (graph-theoretic) algorithm
+ inference in the empirical joint PMF

e Alternatively: surgery and inference in the SCM ...

e Not all queries can be computed by do calculus.
If not we call the query unidentifiable

e Emerging idea: unidentifiable queries are only
partially identifiable (bounds can be estimated!)

e Recent works in this field by various groups

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Identifiability of Causal Queries

OAGty 23 r-based environmert for cditing, and
jphs or
fingrams
orer vers
Recert develspmen: snacahet
May connsin new feeturss, but
4ls3 contain nem bugs.
Crpermertdd verson
Mastrecsdt cerebzrmert
5 napshor May 801 oven work.
- o 30 Aeleased 2010100
P o 23 Aeleased 2095081
o<~ o 22 Aebeased 20049330
. ris o 21 Reasod 20%4-02-08
b o 1% Releasee 2071129
o 10: Riessod 207-03-24
o 090 Sebaased 2010-11-20
.

M for |IPs to be used for
M opartial identifiability

e Emerging idea: unidentitiab

e queries are only P(x; | do(x,) € [1, u]

partially identifiable (bounds can be estimated!)

e Recent works in this field by various groups

Alessandro Antonucci, IDSIA
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Back to Headache (Moving to the Third Rung)

e What if | had not taken the aspirin, would have
X0—0Y

headache stayed?
e An intervention contrasting the current observation ...

e Thisis a counterfactual query P(Yy_, =0|X=1Y=1)Y |
(called probability of necessity, PN, sub denote do) X e v

V

VIl. SCMs = CNs
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MIl

Back to Headache (Moving to the Third Rung)

e What if | had not taken the aspirin, would have

headache stayed? Xo—0Y

e An intervention contrasting the current observation ...

e This is a counterfactual query P(Yy_o=0|X=1,Y=1) u | v
(called probability of necessity, PN, sub denote do)

e We need the complete SCM: @ + {fx}xex + {P(U)}yecu

e With complete SCM, an augmented model called twin
network with duplicated endogenous variables is used X' —@® Y’
for counterfactual analysis after surgery i :
e (Non-trivial) counterfactuals are unidentifiable! : :
X &—@

Alessandro Antonucci, IDSIA VIl. SCMs = CNs

X6—eY
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To Compute Counterfactuals ...

e We need a fully specitied SCM, i.e.,

1. Graph & over (X, U)
(often available by domain expert or Markovian assumption)

2. Endogenous equations {fy}yex
(available or obtained by complete enumeration)

3. Exogenous marginals {P(U)} ey (rarely available)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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MIl

To Compute Counterfactuals ...

e We need a fully specitied SCM, i.e.,

1. Graph & over (X, U)
(often available by domain expert or Markovian assumption)

2. Endogenous equations {fy}yex
(available or obtained by complete enumeration)

3. Exogenous marginals {P(U)} ey (rarely available)
e Latent P(U) = HP(U) unavailable? We have data @ about X

e Compute counterfactual = Compute {P(U)} ey from 9

e Not a new problem: LP approach for special cases already in Balke
and Pearl (1994), but do-calculus reduced attention to CFs

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Causal Analysis at the Party (Balke & Pearl 1994) Ua
sometimes goes to parties Us A
Bob is not a party guy,

but he likes

and he might be there

Carl broke up with ,

he tries to avoid ,

but he likes parties

Carl and Bob hate each other,

they might have a Scuffle

if both at the party besides such knowledge assume
we have observations & corresponding

to a joint mass function P(A, B, C, S)
(e.g., in the form of a BN)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs




l

Causal Analysis at the Party (Balke & Pearl 1994)

CAUSAL GOSSIP
INTERVENTIONAL

"Ann must not be
at the party,
or Bob would be there
instead of home"

P(B|do(@)) = ?

ly specified) SCM can answer these questions

VII. SCMs = CNs
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Ua

Let's (Eventually) Use IPs!

Find the exogenous marginals? Us A
P(U )P(Up)P(Uc)P(Uy)

fB(aa MB)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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U
Let's (Eventually) Use IPs! "
e Find the exogenous marginals? Us A
P(UpP(Up)P(Uc)P(Us) e
e Endogenous (= with &) fpla, ug)
. fC(aa MC)
consistency

Us

1D, ¢, ug)

2 lp (ta) * O £,y * PUB) * O, fay) " PUC) * Oc friay " PLUs) * O fb ey | = PG5 D5 €5 8)

Uy,Ug,UcsUp

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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U
Let's (Eventually) Use IPs! "
e Find the exogenous marginals? Us A
P(UNP(U)P(U)P(Us) Je

e Endogenous (= with 9) fpla, ug)
consistency

fC(aa MC)

e This induces global non-linear Us

(so-called Verma) constraints

1D, ¢, ug)

Unknown Unknown Unknown Unknown Empirical, known

2 lp () * O, £,y *PUB) * O, fag) " PUUC) * O fany " PUUs) * O b ey | = PG5 D5 €5 9)

Uy,Ug,UcsUp
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Let's (Eventually) Use IPs!

* Find the exogenous marginals?

P(U)P(Up)P(U)P(Us)

e Endogenous (= with &)
consistency

e This induces global non-linear
(so-called Verma) constraints

e (Constraints became local and
linear ones by marginalisation and
conditioning (Zaftalon et al., 2020)

Unknown Unknown

Ua

Us A
Uc

fC(aa MC)

Us

f5(b, c, ug)

Unknown Empirical, known

2 [p () * O, £,y *PUB) * O, fag) " PUUC) * O fany " PUUs) * O b ey | = PG5 D5 €5 9)

Uy Ug U, Up

Alessandro Antonucci, IDSIA
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. . Ua
Constraining Exogenous Marginals
uAqu’ZuC,"D [p (Wa) * Bu gy uy) " PUB) = B ppiaug) " PUC) * ¢ prauy - P Us) - 5s,fs(b,c,us)] =p(a,b,c,s) UB A

fB(aa MB)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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_ : Ua
Constraining Exogenous Marginals
Z [P(”A) “Oupytuy)  PUB) * By fptaug) " PUC) - Oc fraue) - PlUts) - 5s,fS(b,c,uS)] =pla,b,c,s) UB A
P(a) = )" Plaluy) - P(uy) Jp(a, ug)

P(b|a) =) P(bla,ug) - Plup)

P(cla) = 2 P(cla,uc) - P(uc)

P(s|b,c) = Cz P(s|b, c,ug) - P(u)

Ug

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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. : Ua
Constraining Exogenous Marginals
uAqu%:c,uD [p(”A) “Oa.pyuy) " PUB) * Op gy PUC) O friaug) P (Us) - 5s,fS(b,c,uS)] =p(a,b,c,s) UB A
\ 4 Je
P(a) = ) Pla|uy)- P(uy)
B f C (aa MC)

P(b|a)= ) P(b|a,up) - P(ug)
Us

P(cla) = 2 P(cla,up) - P(uy)

P(s|b,c) = Z P(s| b, c,ug) - P(uy)
Linear constraints on marginal exogenous probabilities leading
to the credal sets specification K(U,), K(Ug), K(U.), K(Uy)

e Structural equations (= endogenous CPTS) remain unaffected

f5(b, c, ug)

VIl. SCMs = CNs
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_ : Ua
Constraining Exogenous Marginals
uA,ugouD [p(uA) B i) PUB) * By gy PUC) * B jotanney * PUS) * By e S)] =p(a,b,c,s) Us A
\ 4 Je

P(a) = )’ P(aluy) - P(u) fgla, ug)

A

fC(aa MC)

Us

P(s|b,c) = Z P(s|b, c, ug) - Pug) Js(b, ¢, ug)

* Linear constraints on marginal exogenous probabilities leading
to the credal sets specitication K(U,), K(Up), K(U.), K(Uy)

e Structural equations (= endogenous CPTS) remain unaffected

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Reducing Causal Queries to CN Inference

Consistent SCMs as a single CN K(Up)

Alessandro Antonucci, IDSIA
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Reducing Causal Queries to CN Inference

Consistent SCMs as a single CN K(Up) (A

| K(Uc)
e d-separation holds for CNs,

we can do surgery a la Pearl

e (CN algs to compute bounds!
K(Us)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Reducing Causal Queries to CN Inference %

e Consistent SCMs as a single CN K(Up) (A

e d-separation holds for CNs,
we can do surgery a la Pearl

K(U¢)

e (CN algs to compute bounds!

* |nterventions are straightforward

_ ol B K(Us)
P(B|do(a)) € [P(B|a),P'(B|a)]

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Reducing Causal Queries to CN Inference

Consistent SCMs as a single CN

d-separation holds for CNs,
we can do surgery a la Pearl

e (CN algs to compute bounds!

* |nterventions are straightforward
P(B|do(@)) € [P (B|a), P'(B|a)]

e Counterfactuals require twin nets
P(S,|b) € [P(S|b,D"), P(S|b,b")]

e |dentifiable? P =P

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Markovian and Quasi-Markovian SCMs as CNs

Algorithm 1 Given an SCM M and a PMF P(X), return CSs {K(U)}yey Markovian Models
for X € X do
. U<PaX)nU /1 U as the unique exogenous parent of X

1:

2 - -

3 Pa(X) —Pa(X)\{U} // Endogenous parents of X U V
4: ifPa(X) = ¢ then | |

5: KU) «~ {P'() :zuef);l P’(u)=l~’(x),Vx€QX} /1 Eq. 4)
6

7

8

9:

| |
else v
KU) —{P'U) : Lyeppr o P'W) = P(xlpaX)), Vx € Qx, Vpa(X) € Qpa,}  //Eq. (6) X ‘_>' Y
end if
end for

Algorithm 2 Given an SCM M and a PMF P(X), return CSs {K(U)}yey
1: for U € U do
2 {X{j}zzl — Sort[X € X: U € Pa(X)] // Children of U in topological order
3 Y—@
. 1 ny ny
4 for (xy,...,x; )€ X g1 Qxk do
5
6

for (pa(X), ..., pa(X;;") € ;¥ Qpy x1) do

I e p-1 k
Qy = M=y x[;@(x{;)(x")

U1 Uz’ 7 ¥ =1 U{Zueqy, Pw) =TI, BlxkIxh, .., <k, pacx})), .., paxEn}
® L 1 8: end for
9: end for
10 K(U)<—{PW):y} /1 CS by linear constraints on P(U)
11: end for

Quasi-Markovian Models

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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@ sursi

) GitHub

Software and Experiments

¢ Crema *CTEdlC?l

Credal Inf e for Causal Infer

Java library for CNs Java library for Causal Inference
Y built on the top of CREMA

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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) GitHub

Software and Experiments

¢ Crema *CTEdlu

Credal Inference for Causal Inference

Java library for Causal Inference

Java library for CN
dva library Tor LIS built on the top of CREMA

Trees Polytree Multiply connected
120

ApproxLP

100 - CVE

80
60

40

Execution time (s)

20

T T | T
5 10 15 20 5 10 15 20 5 10 15 20
Length !/ Length I Length /

Exact inference by credal variable elimination only for small models
ApproxLP (Antonucci et al., 2014) allows to process larger models
RMSE always <0.7%

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Intermezzo: Beliet Functions (as Credal Sets)

e Linear constraints for CN induced by SCM
have a peculiar form

e These are CS corresponding to belief
functions (Dempster '68, Shafer '76)

e (lass of generalised probabilistic models

e PMPF distributes mass over the singletons,
BF over (poss. overlapping) sets

e Dempster's multi-valued mapping,
in SCMs U = f~1(X), BF(U) := f~'[P(X)]

e Dedicated conditioning/combination rules

Alessandro Antonucci, IDSIA

Z P(u) = const

u : condition

Yueqy, P) =T1.Y, P(xflxl,..., xft pa(X)), ..., pa(Xf))
AP'W) : Bt o0 P'0) = Pxipa(X)), ¥x € Qx, Vpa(X) € Opa, )
P:Q—[0,1]
0
r Iny)
Q > 1)

Ix)

m:2°—=[0,1]

Credits: Fabio Cuzzolin

VIl. SCMs = CNs
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Back to SCM2CN: Non Quasi-Markovian Case

e Non Quasi-Markovian? Non-Linear constraint

U3 |
e Eg, ZP(ul)-P(uz) = ... X X K X
e Merge exogenous variables U := (U, U,) U U

* [ndependence constraints can be disregarded
(but higher exogenous dimensionality)

e Again CN approximate inference to solve
causal queries

e State space dimensionality affects complexity

e \We might have very large latent spaces ...

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Conservative Specitication of Structural Equations

U b :fB(aa MB)
e Finding the equations given & only ’
e P(B|A) should be a deterministic CPT
A B
VIl. SCMs = CNs
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@ sursi
Conservative Specitication of Structural Equations
U b :fB(aa MB)
e Finding the equations given & only ’
e P(B|A) should be a deterministic CPT
A B

P(B|A)

Alessandro Antonucci, IDSIA

VIl. SCMs = CNs
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Conservative Specitication of Structural Equations
e Finding the equations given & only o
e P(B|A) should be a deterministic CPT
A B

e [ indexing all these deterministic CPTs

P(B|A,U)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Conservative Specitication of Structural Equations

e Finding the equations given & only o

e P(B|A) should be a deterministic CPT
e [ indexing all these deterministic CPTs

e Knowledge might discard some states

(ex., Bob goes to the party if Ann does) P(B ‘ A, U)

BEEE e -l
B - Bl 0
uU=0

U=1 U=2 U=3

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Conservative Specitication of Structural Equations

e Finding the equations given & only o

e P(B|A) should be a deterministic CPT
e [ indexing all these deterministic CPTs

e Knowledge might discard some states

(ex., Bob goes to the party if Ann does) P(B ‘ A, U)

e With Boolean parent & child)|U| =4

in general (exp size) : BN 0 o BEEN . o

‘ U‘ _ ‘X‘HYEPalel U=0 U=1 U=2 U=3

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Conservative Specification of Structural Equations

b = fg(a, ug)

Us

Finding the equations given & only
e P(B|A) should be a deterministic CPT

RS CFs based on

e Knowledge
(ex., Bob go¢

e \With Boolea Cg and @ On‘y

N Nl o o
NN o IEEN 0
U=0 u=1 U=2 U=3

in general (exp size) :

U] = | x| e

B=0 B=A B=-4 B=1

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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An Application: Counterfactual Analysis in Palliative Cares

e Study of terminally ill cancer

patients’ preferences wrt their
place of death (home or hospital)

e G obtained by expert
knowledge and data

e Exogenous variables?

 Markovian assumption
(= no confounders)

Alessandro Antonucci, IDSIA

maron

00" qwarne
servizio cure palliative e domiciliari
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An Application: Counterfactual Analysis in Palliative Cares

Most patients prefer to die at home

o
e But a majority actually die in institutional settings
e |nterventions by health care professionals can facilitate dying at home?
Awareness
Symptoms >
(Family)
(=
e
Practitioner
(Patient)
Preference Preference
> Death <
(Patient) u (Family)
VII. SCMs = CNs
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An Application: Counterfactual Analysis in Palliative Cares

* |mportance of a variable?

* Probability of necessity and sufticiency

PNS := P(Yy_, = 1,Yy_, = 0)

Awareness
Symptoms >
(Family)
(=
Awareness
Practitioner
(Patient)
g ‘
Preference Preference
> Death < )
(Patient) \/ (Family)

VIl. SCMs = CNs
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An Application: Counterfactual Analysis in Palliative Cares

* |Importaass

e Small CN but large
cardinalities
CF inference
demanding ...

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Causal Expectation Maximisation (Zaffalon et al., 2021)

e Exogenous variables are always missing Y
(MAR, asystematic, way) N

e [Expectation Maximisation (Dempster 1977)
— Random initialisation of P(U)
— E-step: Missing data completion by
expected (fractional) counts
— M-step: "completed" data to retrain P(U)

— lterate until convergence

e EM goes to a (local/global) max of log P(%)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Casual EM: Likelihood Unimodality

e (Causal EM reduce should converge to global maxima only the
corresponding P(U) belongs to credal set K(U)

e Sampling initialisations = sampling of K(U)

 For each sample we obtain an inner point

area of
—~

Theorem 1. Let £ denote the set of quantifications for {P(U}ycy consistent with the
following constraint to be satisfied for each c € € and eachy‘©:

8) Y [T Pw= T[] Py,
u[c]:fx(pax):xIIEUc XeX @
vXeX©

where the values of u, x and y{ are those consistent with u'© andy'©. If ¥ # ¢, the
log-likelihood in Eq. (7) achieves its global maximum if and only if {(P(U)}yey € X . If
K = @, the marginal log-likelihood in Eq. (7) can only take values strictly lower than the : :
global maximum. —~

alobal obptimum

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Casual EM: Guarantees?

e \We first reduced causal queries to CN inference
e Causal EM reduces CN inference to (iterated) BN inference

e |dentifiable queries? Each sample gives the same values
(a numerical alternative to do-calculus)

e Unidentifiable? Each sample as an inner point

e Credible intervals can be derived

Theorem 5. Let|a”,b"| denote the exact probability bounds of a causal query. Say that p := {r;}}_,
are the outputs of n EMCC iterations, while |a, D] is the interval induced by p, i.e., a:= min:-‘_l ri

and b :=max(_ r;. By construction a” = a < b < b". The following inequality holds:

1+(1+26)* " -2(1+£)*"
(1-L"2%)-(n-2)(1-L)L""?’
where L= (b— a) and ¢ := 8/(2L) is the relative error at each extreme of the interval obtained as a
function of the absolute allowed erroré € (0, L).

P(a—L'Lsa’sb‘sb+cL|p)= (13)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Casual EM: Guarantees?
e \We first reduced causal queries to CN inference

In practice?
20 EM runs to get close to the actual
* Uni bounds with 95% credibility

For identifiable queries 9 runs to be
sure with 99% credibility

1+(1+26)* " -2(1+£)*"
(1-L"2)-(n-2)1-L)L"?’
where L:= (b- a) and ¢ := 6/(2L) is the relative error at each extreme of the interval obtained as a
function of the absolute allowed erroré € (0, L).

P(a—eLsa‘sb‘sleLlp): (13)

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Causal EM: Experiments

Markovian (| X©@|=|UY|=1) Quasi-Markovian (U@ | =1) Non-quasi-Markovian (U9 | = 2)

0.03 - 0.03 - 0.03
o 0.02 0.02 - 0.02 |
é: “

001 1 \_ 0.0\ e L. 0.01

0.00 - TN P A R A LT L P T O P P P 0.00 | =essesecssesacctecacntatacscarasecesacnana 0.00 -

T T T | T | [ I T T
0 5 10 15 20 0 5 10 15 20 0 5 10 15 20
EMCC Runs (n) EMCC Runs (n) EMCC Runs (n)

PNS for artificial SMCs: quick convergence Cred iCi

(= much faster than direct CN approach)

Credal Inference for Causal Inference

Alessandro Antonucci, IDSIA 163
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Causal Analysis from Biased Data

e Selective data acquisition
(untreated M and treated F missing)

Alessandro Antonucci, IDSIA

@ surs

Treatment
X

0

Recovery
Y

0

0

Gender
Z

0

0

counts

2

41

114

[MUeller et al., 2022]

VII. SCMs = CNs
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Causal Analysis from Biased Data

e Selective data acquisition
(untreated M and treated F missing)

e A (Boolean) selector variable 5 = (x + 7)

Alessandro Antonucci, IDSIA

L7

SUPSI

Treat,

Recover

Gender

Selector

counts

X E Z S

41

114

313

[MUeller et al., 2022]
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@ sursi
Treat, Recover Gender | Selector
X y 7 S counts
Y
Causal Analysis from Biased Data o o | 0 | s
e Selective data acquisition | A IR I B
0 0 I I 107
e A (Boolean) selector variable
0 I I I 13
e Assume we know n(S =0) x P(S =0)

Alessandro Antonucci, IDSIA

VIl. SCMs = CNs
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Causal Analysis from Biased Data

Selective data acquisition

A (Boolean) selector variable
Assume we know n(S = 0) « P(S = 0)
Interventional queries with bias?

Do calculus for selection bias

Alessandro Antonucci, IDSIA

@ sursi

Recover

Treat, Gender | Selector
x y 7 S counts
Y
I 0 0 | 4]
I I 0 I 313
0 0 I | 107
0 | I I 13
0 226

Recovering Causal Effects from Selection Bias

Elias Bareinboim’

Computer Science Department
University of California, Los Angeles

Los Angeles, CA. 90095
cb@cs.ucla.cdu

Jin Tian*
Department of Computer Science
lowa State University
Ames, 1A. 50011
juan@iastate.cdu
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Causal Analysis from Biased Data

e Selective data acquisition

e A (Boolean) selector variable
o Assume we know n(S = 0) « P(S = 0)
e |[nterventional queries with bias?

e Do calculus for selection bias

e Unidentifiable queries?
o QOur EM(CQ) can be used for that!

Alessandro Antonucci, IDSIA

@ sursi

Treat, Recover Gender | Selector
x y 7 S counts
Y
I 0 0 | 4]
I I 0 I 313
0 0 I | 107
0 | I I 13
0 226

Recovering Causal Effects from Selection Bias

Marco Zaffalon
IDSIA, Lugano (Switzerland)

Alessandro Antonucci

IDSIA, Lugano (Suntzerland)

Rafael Cabanas

Department of Mathematics, University of Almerta, Almeria (Spain)
David Huber

IDSIA, Lugano (Suntzerland)

Dario Azzimonti

IDSIA, Lugano (Switzerland)

Bounding Counterfactuals under Selection Bias

VIl. SCMs = CNs
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UX|JTUY JUZ]| X Y A S n

Back to the Biased Data ... sl foofr ]
e § determined by an equation, a SCM! N IR I B B NN B EIE
Al lolol |1 o
N I S T T T

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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UX|JTUY JUZ]| X Y A S n

Back to the Biased Data ... sfe e ool |4
e § determined by an equation, a SCM! o IR I BT R RO I EIE
e CN approach? No, § = 1 induces el s oo | o

relations between P(U)'s in the CN

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Back to the Biased Data ...

I 313

e S determined by an equation, a SCM!

e CN approach? No, § = 1 induces
relations between P(U)'s in the CN

I 107

e EM? Maybe, but "non-rectangular”

missingness, might kill unimodality ... T

e (Convergence to max preserved?
(hence inner points of [ P, P]) '

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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S n
Back to the Biased Data ... N
e S determined by an equation, a SCM! ML
e CN approach? No, § = 1 induces o7
relations between P(U)'s in the CN 1.
e EM? Maybe, but "non-rectangular"

. . . . . . 0 | 226

missingness, might kill unimodality ...

e (Convergence to max preserved?
(hence inner points of [P, P]) Yes! '

Theorem 4 As a function of {P(U)}uecu, the log-likelihood in Eq. (7) has no local mazima
and a global mazimum equal to the value LL* in Eq. (6). Such a mazimum is achieved if
and only if the M -compatibility constraints in Egs. (8) and (9) are satisfied.

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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EXte nsS | ons: H y b r| d D ata Treatment Gender Survival W Counts

drug female survived drug 489
drug female dead drug 511
drug male survived drug 490
) drug male dead drug 510
Learning to Bound Counterfactual Inference from nodrug  female survived no drug 210
Observational, Biased and Randomised Data nodrug  female dead no drug 790
no drug male survived no drug 210
Marco Zaffalon?, Alessandro Antonucci®*, Rafael Cabanas?, David Huber® no drug male dead no drug 790
) drug female survived wg 378
“IDSIA, Lugano (Switzerland)
b Department of Mathematics, University of Almeria, Almeria (Spain) dmg female dead We 1022
drug male survived wgy 980
drug male dead ) 420
no drug female survived wg 420
Study Treatment  Gender Survival Counts no drug female dead Wy 180
do(drug) female survived 489 no drug male survived wg 420
do(drug) female  dead 511 no drug male dead Wy 180
do(drug) male survived 490
. . do(drug) male dead 510 . . . . . .
interventional . Table 2: A merged version of the two datasets in Table[] with the index variable W.
do(nodrug) female survived 210
do(nodrug) female dead 790
do(no drug) male survived 210
do(no drug) male dead 790 U
drug female survived 378 w a
drug female dead 1022
observational
no drug male survived 420
no drug male dead 180

Table 1: Data from interventional and observational studies on the potential effects of a drug
on patients affected by a deadly disease.

Alessandro Antonucci, IDSIA VIl. SCMs = CNs



IDSTA @ sues

‘HHIII

Symbolic Knowledge Compilation (TPM 2023)

e Joint work with Adnan Darwiche and Hizuo Chen
e Our EM requires many (BN) queries

e Equations remain constant

« Compile BN once, use many times

 Symbolic compilation LT,
/ N\
0x,|x,=0=10.2,0.8] /1X1 -0 pla\ +/’;Lb AX1=1
0x, = [pa Pyl 0x,1x,=1=10.3,0.7] / >< \
o >@ Symbolic * * * ¥
Xl X2 Compilation /l / l l \\ l\

02 Ax,=0 03 08 Ax,=1 0.7

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Current Work: Symbolic Knowledge Compilation (TPM 2023)

e Joint work with Adnan Darwiche and Hizuo Chen

e Our EM requires many (BN) queries
e Equations remain constant

« Compile BN once, use many times

e Symbolic compilation

QXI = [pd’ pb]

Alessandro Antonucci, IDSIA

0X2|X1 —o =1[0.0,1.0]

0X2|X1:1 =[1.0,0.0] +

— T

% /N /1N

AX1=0 Pa AXng /1X2=0 Pb AX1=1

VIl. SCMs = CNs
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Symbolic Knowledge Compilation (TPM 2023)

e Joint work with Adnan Darwiche and Hizuo Chen

e Our EM
e Equatia
e Compil( =
« Symbol

BNP: Parallelized Variable Eliminations
ACC: Symbolic Knowledge Compilation

0.6 ACP: Parallelized Symbolic Knowledge
Compilation
0.4
T
0.2 S [
==
— BT
0 N
= O R,
O O
& < <
* *
® >@
X1 X S l N\ / X\

Alessandro Antonucci, IDSIA

AX1=O Pa /1X2=1 /1X2=0 Pb A’Xlzl
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Current Work: Causal Graphs by LLMs (AI4SCIENCE 2024)

e GPT parsing causal statements in natural language

" LLMs
S

ause lung cancer.”
-
(AN N RN

e Link with IPs? Multiple causal graphs might be returned!

« Many recent papers on bounding counterfactual wrt
ignorance about the causal structure (credal structures?)

VIl. SCMs = CNs
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[Submitted on 22 Dec 2023]

O ur Ea rl ier Wo rk: Zero-shot Causal Graph Extrapolation from Text via LLMs

Alessandro Antonucci, Gregorio Piqué, Marco Zaffalon

Fulminant type 1 diabetes ( i vel type of type 1 diabetes that
is caused b| i e panc 3 cells. Early
diagnosis i ntion or timely
treatment of diabetes ketoacido! life-threatening. Un-
derstanding its triggers or promoting factors plays an important role
in the prevention and treatment of FTID. In this review, we sum-
marised the various triggering factors of FT1D, including susceptibility

genes, immunological factors (cellular and humoural immunity), im-
mune checkpoint inhibitor therapies, drug reactions with eosinophilia
and systemic symptoms or drug-induced hypersensitivity syndrome,

pregnancy, viral infections, and vaccine inoculation. This review pro-
vides the basis for future research into the pathogenetic mechanisms
that regulate FT1D development and progression to further improve the
prognosis and clinical management of patients with FT1D.

Immunological factors pregnancy

You will be provided with a text delimited by the <Text></Text> Sentence Orientation arteriogenié mcm ystunction \ %
xml tags, and a pair of entities delimited by the <Entity></Entity> —
xml tags representing entities extracted from the given text. Zinc is e.\‘semialfor grow th 1 cell division. A—B Mu Itl p Qe V"W :)('% .
Text: . .
<Text>Cobalt metal fume and dust cause upper respiratory The ’nfecno" camefrom a wound. A+«B D r t I |/r b C g
ihd skin sensitiratton.</Texts ot PResmonitios As we saw earlier, helicobacter is responsible A—B irec VS I kdr e t alrl es
. S ln
Entities: for causing stomach ulcer. ~_ \
£ fu . . diabefic men rmug dpﬂmfm \J
i::ﬁ::;:?:Pi;;Dy t The pseudolesion was caused by drainage of the A+B ‘f — N
L. . —— N
Read the providll textlicar -,m- text paraumbilical vein. / ~ \
and content. Examine the roles, interactio and details

surrounding the entities within the text.

n the inforgption in the text, determgpe the

?fEﬁjg ineering

A: *fume® ca ensitization®
*sensitization® causes "fume®;
c: *tume” and "sensitization" are not directly causally related;

Good Causal Relation
Identification/Orientation

Ground Truth
presented in the text, If no clear causal relationship is apparent,
Pelect the appropriate option accordingly. A—B | A«B

DT A e GpT A0 335 ! e
A<B| 6 650 A

heart rate variagiity index
Your response should analyze the situation in a step-by-step manner
ensuring the correctness of the ultimate conclusion, /
which should accurately reflect the likely causal connection ‘ a Sa
between the two entities, based on the information
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Results (LLM vs. Fine-Tuning, F1 score)

e Bert > (FS) LLM

Model Approach Binary class  Multi-class
GPT 3.5 turbo Zero shot (ZS) 0.59 0.37
GPT 3.5 turbo Zero shot with Cues (ZS-Cues) 0.66 0.51
GPT 3.5 turbo Few shot with Cues (FS-Cues) 0.62 0.50
BERT-base-cased Full Fine Tuning (FFT) 0.92 0.87

With 10-shot small improvement of ZS,
but no wrt Cues ...

VIl. SCMs = CNs
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Counterfactual Analysis in Palliative Cares by Causal EM

* |mportance of a variable?
e Probability of necessity and sufficiency

PNS := P(Yy_, = 1,Yy_, = 0)
e 15 EM runs before convergence PNS(Family _Awareness) € [0.06,0.10]

Awareness
Symptoms >
(Family)
(=
>
Practitioner
(Patient)
Preference Preference
> Death <
(Patient) \_/ (Family)
PNS(Patient_ Awareness) € [0.03,0.10] PNS(Triangolo) € [0.30,0.31]
VII. SCMs = CNs
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by making Triangolo available to all patients, we
should expect a reduction of people at the

hospital by 30%

).06,0.10]
This would save money too, and would allow

politicians to do economic considerations as to @
. which amount it is even economically profitable
| to fund Triangolo, and have patients die at
home, rather than spending more to have
patients die at the hospital

PNS(Patient_ Awareness) € [0.03,0.10] PNS(Triangolo) € [0.30,0.31]

Alessandro Antonucci, IDSIA VIl. SCMs = CNs
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Conclusions

e (Causality theories have an intimate connection with IPs

e Past research about CNs might offer new tools for causal analysis

e |Ps offer formalism for a deeper SCMs understanding

e (Our) current challenge: learn non-canonical structural equations

¢« T

P
¢ P

nis also involves neuro-symbolic approaches with neural nets
aying the role of (approximating) structural equations

ugging causal symbolic knowledge into (large) neural models can

be a promising direction to solve current limitations (halucinations)

e |otof works has to be done, causal machine (and reinforcement)

learning is just at the beginning!

Alessandro Antonucci, IDSIA Conclusions
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Conclusions

e (Causality theories have an intimate connection with IPs

e Past research about CNs might offer new tools for causal analysis

I'll be here Tue&Fri

but a\so alessandro@|d5|a ch

be a promising d|rect|on to solve current I|m|tat|ons (halucma’uons)

e |otof works has to be done, causal machine (and reinforcement)
learning is just at the beginning!

Alessandro Antonucci, IDSIA Conclusions
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Friday's Project

Practical Bounding of Counterfactual Inferences by Credal Networks
Consider an observational (or interventional or hybrid) dataset.
Say that you are interested in causal inference and in particolar in a counterfactual analysis.

You can use the dataset based on recovery/treatment/gender data, but if you have your own
data is even better. | can support you during the project.

The main steps are:

- Identification of the causal, counterfactual, query we want to answer.

- Identification of the underlying causal graph and possible latent confounders.
- Specification (expert-based or canonical) of the structural equations.

- Implementation of the equivalent credal network.

- Computation of the bounds and analysis of the results.

Even if we have dedicated software tools for that, for small models like the one proposed to
the participants, the analysis can also be sketched on paper (or in a Python notebook).

Alessandro Antonucci, IDSIA Conclusions



